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Abstract

Fake news contains false information and can cause harm. Research shows that
humans are vulnerable to fake news because of an inadequacy to separate true
from fake news. Automatic fake news detection can help in separating true news
from fake news. This research compares promising models from the scientific
literature to classify fake news articles using news content. Several machine
learning and deep learning algorithms will be tested on the WELFake dataset,
introduced in (Verma et al., 2021). The Bi-directional RNN-LSTM achieves
the highest classification accuracy of 97.19%, higher than the state-of-the-art
classifier. Before a fake news detection classifier would be implemented on a
larger scale, further research is required.
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1 Introduction

News consumption has for a substantial part shifted from offline to online. This
shift was visible in the research of (Walker & Matsa, 2021), who found that
48% of Americans consume their news sometimes or often from social media.
When news is consumed on social media, its consumers can have a hard time
separating truth from falsities. This difficulty is illustrated in the research of
(Moravec et al., 2018), whose conclusion was that 56% of Facebook users can
not recognize false information that is in alignment with their confirmation bias.
Without consumers being able enough to separate truth from falsities within on-
line news, fake news has an opportunity to spread more easily. This spread of
fake news provides news consumers with false information and has the potential
to cause harm (Giachanou & Rosso, 2020).

To tackle the spread of fake news, multiple strategies have been identified. The
article of (Bergstrom & West, 2021) identified technological advancement as one
of these strategies. Data science research has attempted to contribute to the
technological advancement strategy by developing fake news detection models.
The goal of fake news detection research is generally to optimize the classifica-
tion accuracy of classification models. This optimization is done by comparing
classification accuracies using different datasets, features, and algorithms.

This research adopts the goal to improve the current highest classification accu-
racy. This research adds to the scientific literature by conducting experiments
that have not been done on this specific dataset but have achieved high classifi-
cation accuracies on other datasets. In doing this, this research adds information
to the literature about the effectiveness of promising approaches on the task of
fake news detection. The aim to increase the highest classification accuracy
helps to prevent misclassifications. By preventing misclassifications, potential
damage to the trust in these models will be minimized. As trust might be a
crucial requirement for a constructive impact on society, preventing a reduction
of trust is of societal benefit.
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The dataset that will be used is the WELFake dataset that was presented by
(Verma et al., 2021). On the WELFake dataset, several machine learning models
have been tested. The model that achieved the highest classification accuracy
using news content as feature was a Support Vector Machine using frequency-
based word representations extracted by bag-of-words. This achieved a classifi-
cation accuracy of 95.61%. This model will be reproduced as the baseline model
for this research and compared to alternatives.

The comparison will be done with promising models from previous research.
The classification accuracies these models achieved on other datasets will be
addressed in the related works. None of these other models have been tested
on the WELFake dataset, which is how this research adds its value. First, the
baseline model will be compared with the Support Vector Machine using vector-
based word representations extracted by Word2Vec. Then, it will be compared
with the Linear Support Vector Machine using frequency-based word represen-
tations extracted by bag-of-words. The last algorithm that will be tested is a
Bi-directional Recurrent Neural Network with Long Short-Term Memory. The
input that will be used for the model is news content.

Lastly, a confusion matrix will be used to gather insight into asymmetries or
biases. This confusion matrix will be applied on the model with the highest
classification accuracy and it will be split by sub-dataset.

This leads to the following research question and sub-questions:

Research question: How accurately can news articles be classified as fake news
by their content using machine learning and deep learning techniques?

Sub question 1: to what extent do a Support Vector Machine with vector-based
word representation extracted by Word2Vec, a Linear Support Vector Machine
with frequency-based word representation extracted by bag-of-words and a Bi-
directional Recurrent Neural Network with Long Short-Term Memory improve
classification accuracy over a Support Vector Machine with frequency-based
word representation extracted by bag of words?

Sub question 2: to what extent are there asymmetries/biases in the conclusion
from the confusion matrix in the model that performs with the highest classifi-
cation accuracy split by sub-dataset?

As the results will show, the Bi-directional RNN-LSTM achieves the highest
classification accuracy with 97.19%. It is an improvement into the the state-
of-the-art classifier because it achieves a higher classification accuracy than the
baseline model. In answering sub question 2, the results show a bias in the
neural network towards classifying news articles as true. The findings will be
explained in more detail later in this thesis.
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2 Related Work

This research attempts to achieve the highest classification accuracy in the bi-
nary classification task of fake news detection. This related work section will
dive into the existing literature concerning the topic. It will start of by dis-
cussing the literature on fake news in general. Then, it will move on to the data
science literature on fake news detection in previous research. It will end with
the datasets that have been used in previous research and the dataset that will
be used for this research.

2.1 Fake News

This section starts with the definition of fake news. According to (Egelhofer
& Lecheler, 2019), fake news is defined as news with a low degree of factic-
ity, an intent to deceive and spread through a journalistic format. (Bergstrom
& West, 2021) distinguishes fake news from disinformation or misinformation.
Disinformation is the more general category of knowingly spreading false in-
formation. Fake news is a subcategory of disinformation. Disinformation is
distinguished from misinformation by analyzing the intent of spreading the in-
formation. Where disinformation is intended to spread falsities, misinformation
spreads false information without the intent to spread falsities. This research
focusses specifically on fake news, not disinformation or misinformation.

(Di Domenico et al., 2021) states that fake news spreads through either humans
or non-humans with the goal of seeking a response from the individuals that
consume fake news. In the case of humans, several experimental studies have
tested predictors of individuals believing fake news. The summarizing article of
(Bryanov & Vziatysheva, 2021) categorized these predictors into one of three
clusters: message characteristics, individual susceptibility to fake news and the
accuracy-promoting interventions. These three predictors will be discussed here.

First, the message characteristics. (Vosoughi et al., 2018) identifies the topic as
one of these characteristics: fake news messages are shared more when the topic
is novel and when it concerns politics. (Lazer et al., 2018) names the medium on
which the messages are shared as another characteristic: fake news stories tend
to go viral specifically on social media. The research of (Mourão & Robertson,
2019) found that fake news messages tend to be written with only a moderate
amount of sensationalism, misinformation, and partisanship. Completely fab-
ricated fake news messages were uncommon. Finally, (Grinberg et al., 2019)
indicates that the message affects only tiny fractions of the population. In the
2016 United States presidential election, only 1% of individuals accounted for
80% of fake news source exposure.

Next, the literature on the individual susceptibility. A popular idea is that indi-
vidual vulnerability to fake news is caused by political polarization, as humans
favor news as true when it is in alignment with their political convictions. The
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article of (Pennycook & Rand, 2021) rejects this idea, because the data in the
article shows that people achieve higher classification accuracy when judging
news that is in alignment with their political preference compared to news that
is not. A different idea was presented in the research of (?, ?). This research
showed that individuals with lower levels of cognitive abilities are more suscep-
tible to fake news and are also less likely to change their attitudes after they
discover that their previous conviction was based on fake news. A third article
from (Pennycook & Rand, 2020) suggests the individuals mindset as a predic-
tor. Individuals who are considered reflexive open-minded tend to be less able
to differentiate between fake and real news, since data shows these individuals
to be overly accepting of weak claims.

The last predictor discussed is the accuracy-promoting interventions. (Bryanov
& Vziatysheva, 2021) summarizes the literature on fake news and distinguishes
two major accuracy-promoting approaches in the fight against fake news. The
first approach is alerting individuals on the possibility of online deception and
equipping them with tools to combat it. The other approach is labeling ques-
tionable news stories or sources. Experimental psychological research from
(Pennycook et al., 2020) already confirmed the effectiveness of the alerting strat-
egy. The effect of labeling has also been tested in (Brashier et al., 2021) and
shown to be effective, especially when timed right. Labeling has been most ef-
fective after exposure to the news article, compared to during exposure or before
exposure. A drawback on the labeling approach was mentioned by (Tandoc Jr,
2019). This article considered it could backfire and instead increase belief in
fake news. The labeling approach is exercised by data science research on the
topic of fake news detection.

2.2 Fake News Detection

This section will discuss information about fake news detection from the scien-
tific literature. According to (Verma et al., 2022), three criteria are identified
in the literature that help categorize fake news effectively: news propagation
(the spreading pattern), user profile (individuals’ behavior and information)
and news content. News content criteria are writing patterns, such as the num-
ber of special characters or verbs, and the representation and structure of the
text. This research focuses on improving fake news detection using news con-
tent. This focus is chosen because of the specific gaps in the current literature
in this area and the availability of a dataset that is suitable for this task. These
gaps in the literature will be addressed in this section. First, the experiments
using machine learning algorithms and their word embeddings will be discussed.
The second part will go deeper into the experiments that use neural network
architectures.
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2.2.1 Machine Learning Classifiers

(Ahmed et al., 2017) compared each possible combination of two different word
embeddings and six different machine learning classifiers. The two-word em-
beddings were Term Frequency and Term Frequency-Inverted Document Fre-
quency (now called TF-IDF). The six different machine learning classifiers that
were tested were Linear Regression (LR), Stochastic Gradient Descent (SGD),
Support Vector Machine (SVM), Linear Support Vector Machine (LSVM), K-
Nearest Neighbor (K-NN) and Decision Tree (DT). The highest classification
accuracy obtained was 92% LSVM using TF-IDF LSVM. The authors concluded
that linear-based classifiers achieved better results than nonlinear ones.

A similar result was visible in (Gravanis et al., 2019). In this research, the classi-
fication accuracy of six machine learning algorithms was compared: K-NN, DT,
Näıve Bayes (NB), SVM, AdaBoost and Bagging. All algorithms were tested
using vector-based word representation extracted by Word2Vec (now referred
to as Word2Vec). The highest classification accuracy achieved was 95% with
the SVM using Word2Vec.

The SVM also achieved higher classification accuracy than the algorithms it was
compared with in (Patwa et al., 2021). SVM using TF-IDF achieved 93.32%
classification accuracy. TF-IDF was also used by three alternative algorithms.
LR achieved 91.96% classification accuracy, DT 85.37% and Gradient Boost
86.96%.

(Verma et al., 2021) compared combinations of two different word embeddings
and six machine learning algorithms. The word embeddings were TF-IDF and
frequency-based word representations extracted by bag-of-words (now referred
to as bag-of-words). The classification algorithms that were used for compar-
ison were SVM, K-NN, NB, DT, Bagging and Adaboost. Using news content
as input, SVM using bag-of-words achieved the highest classification accuracy
with 95.61%.

The SVM and the LSVM show the most promising results for fake news de-
tection. The word embeddings have however not been often compared. From
the little comparison that has been done in the literature, bag-of-words shows
the most promise. This has however not been compared to Word2Vec, which
has achieved high classification accuracy for fake news detection research. This
research adds to the literature by comparing these promising word embeddings
and machine learning algorithms.

2.2.2 Deep Learning Classifiers

Neural networks are used for fake news detection in the article of (Wang, 2017).
This article compares three models on a multilabel dataset, with two models
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containing news content as features. The first of these two models is a SVM
using Word2Vec that achieves 25.5% classification accuracy. Next, a Convolu-
tional Neural Network (CNN). This achieves a higher classification accuracy:
27%. Newer research from (Balwant, 2019) compares other neural networks on
that same dataset. One of the tests is a Bidirectional Long Short-Term Memory
(LSTM) network. It achieves a classification accuracy of 27.4%. This improved
a base LSTM model in earlier research from (Long et al., 2017), which achieved
25.5%.

(Bahad et al., 2019) also compares neural networks, but on two different datasets.
On both datasets, four different neural network architectures are tested: CNN,
Recurrent Neural Network (RNN), Unidirectional LSTM-RNN and Bi-directional
LSTM-RNN. On dataset 1, the Unidirectional LSTM-RNN achieves the highest
classification accuracy with 91.48%. This is more than the Bi-directional LSTM-
RNN that achieves 91.08% classification accuracy, the RNN which achieves
78.22% and the CNN which achieves 90.77%. On the second dataset, the scores
look different. Here the Bi-directional LSTM-RNN achieves 98.75% classifica-
tion accuracy, which is higher than the Unidirectional LSTM-RNN (98.63%),
RNN (96.38%) and CNN (98.33%).

In (Kaliyar et al., 2020), four different machine learning algorithms using vector-
based word embedding extracted by GloVe were tested against several neural
networks. The algorithm with the highest classification accuracy was a Multi-
nomial Näıve Bayes with 89.97%. What followed were a Decision Tree with
73.65%, a Random Forest with 71.34% and K-NN with 53.75%. However, the
neural networks that were tested achieved higher classification accuracy. The
CNN model achieved 91.50% and the RNN-LSTM model 97.25%. The one
model that achieved even higher classification accuracy was the self-constructed
alternative version of a CNN with 98.36%.

(Verma et al., 2022) tests a BERT-CNN hybrid model referred to as the MCred
model on a dataset constructed out of four different datasets, of which the
WELFake from Verma et al (2021) is one. It achieved a classification accuracy of
99.01%. This BERT-CNN hybrid achieves a higher classification accuracy than
the BERT-RNN hybrid model (94.56%) and the BERT-LSTM model (96.94%).

These findings suggest that neural networks generally achieve higher classifica-
tion accuracies when compared with machine learning algorithms. Neural net-
works have not been compared to machine learning algorithms on the WELFake
dataset. This research aims to contribute to the scientific literature by incorpo-
rate both machine learning algorithms and neural networks in the experiments.
Research from (Balwant, 2019) and (Bahad et al., 2019) showed high classifica-
tion accuracies from the Bi-directional RNN-LSTM model. This research will
test this model on the WELFake dataset and compare its classification accuracy
to the machine learning algorithms.
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2.3 Dataset

This section will address the datasets in fake news detection research. It will
start off with a discussion on the datasets used in previous research projects.
Then, it will move on to the dataset that will be used for this research.

(Shu et al., 2017) and (Horne & Adali, 2017) wanted to do research on detecting
fake news using news propagation features. Therefore, they chose datasets that
contained such features. Examples of these features are article engagements
and social links. Because of the larger number of features in these datasets,
they were unable to have as much news articles as other datasets that were
constructed to detect fake news.

One of the datasets with a higher number of articles was the Liar Liar dataset.
This dataset was labeled by PolitiFact and introduced in (Wang, 2017). It con-
tains six labels, which is rarer than the more common binary labeling. The
dataset contains 12,836 news stories, roughly balanced over the six labels. The
features were part content related and part profile related. Although this dataset
was substantially larger than its previous alternatives, other datasets with more
news articles have now been published.

(Ahmed et al., 2017) introduces one of the larger datasets. This dataset con-
tains news articles that were collected from the websites Reuters and Kaggle.
This dataset contains 25,200 articles in total with text, type, title, date, and
label as features. Since all true news came from the Reuters website and all fake
news from Kaggle, the probability for bias in the fact checking is higher than in
alternative datasets.

The UNBiased dataset in (Gravanis et al., 2019) aimed to specifically tackle
the issue of bias by integrating several news sources and implementing other
methods to avoid bias. It contains however only 3,004 news articles, making the
dataset relatively small compared to the alternatives.

There are some other datasets that can be considered suitable for the task of
content-based fake news detection. An example is the dataset from (Patwa et
al., 2021) concerning COVID-19 tweets. However, it contains 10,700 tweets,
making it smaller than alternatives.

Another dataset is the dataset used in (Kaliyar et al., 2020). This research used
the Fake News dataset that is publicly available on Kaggle. It contains 20,800
news articles with their title, text, author, and label as feature. This dataset is
used as one of several sub-datasets in the dataset of (Verma et al., 2021), which
is the dataset this research will use.

(Verma et al., 2021) tested its experiments on the self-constructed WELFake
dataset. The WELFake dataset contains 72,134 news articles originating from
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four different sub-datasets. The dataset contains news title, news content and
label as features. There are multiple reasons why this dataset is the best choice
for this research compared to its alternatives: it contains a relatively high num-
ber of news articles, it combines multiple datasets to reduce bias, it contains
news content as feature, it is recent, publicly available and has been tested be-
fore. The WELFake dataset comes however with a limitation: the dataset uses
binary labels, which might be an oversimplification of the issue. Multiple exper-
iments have been performed on this dataset. However, promising results from
models untested on the WELFake dataset leave room for possible improvement
in classification accuracy. This research will perform these experiments on this
dataset.

3 Methods

This section will discuss the composition of the methods that will be tested
within this research. The discussed methods will be the feature extraction
methods bag-of-words and Word2Vec and the Bi-directional RNN-LSTM archi-
tecture.

3.1 Methods for feature Extraction

The SVM is a binary classifier that attempts to fit the widest classification mar-
gin possible that separates the classes of data (Géron, 2019). Before the SVM
classifies textual data, the words need to be represented using frequency-based
or vector-based word representation. Bag-of-words is an example of frequency-
based word representation. Bag-of-words operates by transforming the prepro-
cessed words of an instance into a vector using one-hot-encoding. After this
transformation, the vector can be fed to the model. Before the transforma-
tion of the instance can take place, a vocabulary must be built. Bag-of-words
builds this vocabulary by fitting the preprocessed instances into the vocabulary
(Manish, 2019).

In contrast with bag-of-words, Word2Vec feature extraction is a vector-based
word representation. Word2Vec learns by minimizing the loss function. Word2Vec
has the possibility of choosing between methods. Skip Gram and Continuous
Bag Of Words (CBOW). Skip Gram predicts the context of a word using the
word itself as input. CBOW takes the word context as input and predicts a
word for that context (Minnaar, 2015).
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3.2 Method for Bi-directional Recurrent Neural Network
with Long Short-Term Memory

In this section the mathematical basis for the calculation of the recurrent layer
and the LSTM architecture will be defined using the formulas from (Géron,
2019). The RNN is composed of recurrent neurons. Recurrent neurons are
unique in the sense that they receive an input from the current instance and an
output from previous instance(s). In this section, the workings of a recurrent
neuron will be defined using this formula:

y(t) = ϕ(Wx
t X(t) +Wy

t Y(t−1) + b)

This formula demonstrates the calculations the output of a single recurrent
neuron, Y(t). The t here stands for the current timestep. ϕ is the kernel function.
What is defined here is thus the output for the current timestep. The phi
symbol refers to the activation function that is utilized. The output layer in this
experiment uses Sigmoid as an activation function, but the fourth (Dense) layer
uses ReLU. Before applying the activation function, there are three variables
summed up. The first is a multiplication of the weight vector of the input Wx at
time step t with the input vector X at time step t. The second part is similar:
a multiplication of the weight vector of the output Wy at time step t with the
output vector Y at timestep t–1. The last part is adding the bias vector B.
When these three are added together, the activation function is performed and
the output Y at timestep t is produced. When this is done for all recurrent
neurons, it leads to the following formula:

y = ϕ(X(t)W(x) + Y(t−1)Wy + b) = ϕ([Xt Y(t−1)]W + b)

With W =

[
Wx

Wy

]
.

This formula uses the same definitions as the formula above. Phi means acti-
vation function, X the input vector, Y the output vector, W the weights, t the
timestep, and B the bias vector.

The experiment will operationalize the Bi-directional RNN-LSTM architecture,
which makes use of a Bi-directional LSTM layer. The Bi-directional LSTM layer
is a regular LSTM layer where the input flows backward and forward, instead
of one direction with the regular RNN-LSTM. The LSTM cell is split into two
vectors: h(t), which is the short-term state, and c(t), which is the long-term
state. The LSTM cell also has three gates: a forget gate, an input gate, and an
output gate. The c(t−1) vector drops memory by passing through a forget gate
and adds memories that were selected by the input gate, resulting in the output
of c(t). Then, a copy of this passes through the output gate, which results into
the new h(t).
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The h(t−1) and X(t) passes through four different fully connected layers, which
produce four separate outputs: f(t), g(t), i(t) and o(t). The layer that outputs
g(t) uses the tanh activation function to produce what in the end becomes
the output y(t) and the new short-term state h(t). The other fully connected
layers use the logistic activation function to transform the inputs to an outputs
between 0 and 1. These other fully connected layer outputs function as the
three gates. This results in the following LSTM computations for the function
that outputs g(t):

g(t) = tanh(Wxg
TX(t) +Whg

th(t−1) + bg)

In this formula, the weight for the x vector passing to g(t) called Wxg is multi-
plied with the input vector x at timestep t. Then it is added the weight vector
for the short-term state passing to g(t) at timestep t called Whg

t that is mul-
tiplied with the short-term state h at timestep t− 1. Lastly, it is added to the
bias term of g called Bg.

The other gate functions operate using the same formula with some minor
changes. Instead of the tanh activation function, the logistic activation function
is used. The other difference is that wherever a g is in the formula for the g(t)
output, the g changes to whatever output is produced. For example: for the
o(t) output, the g variable is replaced with the o variable. For the o(t) output,
this results in the following formula:

o(t) = σ(Wxo
TX(t) +Who

th(t−1) + bo)

The c(t) output is calculated by an element-wise multiplication f(t) and c(t−1).
Next, this is added to the element-wise multiplication of i(t) and g(t). This
results in the following formula:

c(t) = f(t) ⊗ c(t−1) + i(t) ⊗ g(t)

Finally, y(t) is the same as h(t) and thus calculated using the same formula: an
element-wise multiplication of o(t) and a hyperbolic tangent activation function
on c(t). This results on this formula:

y(t) = h(t) = o(t) ⊗ tanh(c(t))

4 Experimental Setup

This section will go deeper into how the experiments were set up. It will do so
by discussing the used dataset, the sampling and preprocessing of the data, the
procedure of the experiments, the evaluation metrics that are used and finally
the implementation details.

10



4.1 Dataset

The dataset used for the experiments in this research is the WELFake dataset
from (Verma et al., 2021). The WELFake dataset is a merger of four popular
news datasets. The sources of the four original datasets are Kaggle, McIntire,
Reuters and Buzzfeed Political. The WELFake dataset contains 72.134 news
articles with 35.028 articles classified as real and 37.106 articles classified as
fake. The dataset has the article title and article text as features. 558 article
titles are missing in the dataset, and 39 article texts. No news article has a
missing true or false label. The dataset is freely available on Kaggle as a CSV
file with a size of 245 MB.

4.2 Data Sampling

After downloading the dataset in a Pandas dataframe, the missing values in the
data were dropped. Then the data was sampled using hold-out cross-validation.
80% of the data was assigned to be training data, and 20% was separated as
test data. The choice for the hold-out cross-validation was based on it being
faster than alternatives like k-fold cross validation. The speed was especially
relevant for the more complex models, such as the Bi-directional RNN-LSTM.
The splitting was done randomly because the dataset contains no features that
could signal clusters in the data, such as a publishing date.

4.3 Data Preprocessing

After the data was split, the data was preprocessed. For natural language pro-
cessing tasks, the goal of preprocessing the data is to allow the data to be
vectorized so the model can process the data. Several steps were undertaken to
reach this stage. The first step was removing punctuation from the news articles.
Next, the text was tokenized. Tokenization is a process where the input text is
split into smaller units. There are two types of tokenization: word tokenization
and sentence tokenization (Hagiwara, 2021). This research uses word tokeniza-
tion. After this, the tokens were lowered. Then commonly used stopwords in
the tokens were dropped as they add very little value to the analysis and there-
fore carry little meaning (Deepanshi, 2022). Finally, the tokens went through a
process of lemmatization. Lemmatization means transforming the word to its
original form. For example: the lemma of “met” is “meet” (Hagiwara, 2021).
The inspiration for the data preprocessing code came (Benicio, 2022) on Kaggle.

4.4 Experimental Procedure

The central task is binary classification of textual data. This section will ad-
dress the modeling choices for the performed experiments. This will be done by
discussing the hyperparameter tuning as well. An overview of the tuning results
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is included in appendix A. At the end, it will discuss the confusion matrix for
the error analysis.

4.4.1 Set-up for the Support Vector Machine with frequency-based
word representation extracted by bag-of-words

The best performing classifier on the WELFake dataset is a SVM using bag-
of-words as feature extraction methods in (Verma et al., 2021). The original
code has not been made available. Therefore, a new code has been produced for
this experiment. The code for bag-of-words was based on a code from (Benicio,
2022) that also attempted to binary classify fake news articles.

The code for training a SVM model was gathered from (Géron, 2019). The
kernel used was the default RBF kernel. The hyperparameters of the SVM were
tuned using GridSearch from the SKLearn library: C and gamma. The grid
search options for C were 0.001, 0.01, 0.1, 1 and 10. For Gamma, the grid
search options were 1, 10, 50, 100 and ”Scale”. Because of the relatively large
time needed for tuning, 2-fold cross-validation was used. After tuning, the hy-
perparameters that were used for training are 10 for C and ”Scale” for Gamma.

4.4.2 Set-up for the Support Vector Machine with vector-based word
representation extracted by Word2Vec

The first alternative model is a SVM using Word2Vec as feature extraction
method. The choice for Word2Vec is a combination of the ease of implementa-
tion and the potential relevance of the method based on earlier research. The
Word2Vec embedding was imported in python from the Gensim library. This
research did not use a pretrained Word2Vec, but trained Word2Vec using the
preprocessed data. For this training, the hyperparameter min count was set to
1 to not lose any data. The hyperparameters were imitated from the inspira-
tional code from (Bijoy, 2020) and resulted in the following: a vector size of
300, skip-gram training algorithm, window of 5, workers of 4 and epochs 50.

The kernel options when tuning the SVM were ”RBF”, ”Sigmoid” and ”Linear.”
The hyperparameters C and Gamma of the SVM were also tuned by GridSearch.
The options for C were 0.001, 0.01, 0.1, 1 and 10 and for Gamma Because train-
ing took less time, 5-fold cross-validation was used. The hyperparameters that
were used for training are ”RBF” as kernel, a C value of 10 and a Gamma of 0.1.

4.4.3 Set-up for the Linear Support Vector Machine with frequency-
based word representation extracted by bag-of-words

Next, the LSVM using bag-of-words feature extraction. The bag-of-words im-
plementation is the same as for the regular SVM. Two hyperparameters were
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tuned for the LSVM: the loss function and C. The candidates for the loss func-
tion were Hinge and Squared Hinge. For C there were six: 0.001, 0.01, 0.1, 1, 10
and 100. After 5-fold cross-validation, a C value of 0.01 and the Squared Hinge
Loss function were used for training the LSVM.

4.4.4 Set-up for the Bi-directional Recurrent Neural Network with
Long Short-Term Memory

The Bi-directional RNN-LSTM has 5 layers and one output layer. The first
layer is an embedding layer which receives an input of a specified 512 dimen-
sions and produces an output using 128 neurons. Then a Bi-directional LSTM
layer follows with 128 neurons, a dropout value of 0.2 and a recurrent dropout
value of 0.2. The third layer is a dropout layer with a rate of 0.5. Then the
RNN continues with a fourth dense layer of 64 neurons and a ReLU activation
function. The fifth layer is another dropout layer with a rate of 0.5. The RNN
concludes with a dense output layer of one neuron. The model is compiled with
the Adam optimizer, the binary crossentropy loss function and the accuracy
metric. A full overview of the architecture is included in appendix B.

The architecture is based on two other codes that are publicly available that per-
form a similar task and achieved high classification accuracies. From (Jaikrishnan,
2019), the architecture of the neural network was used. This includes the num-
ber of layers, the layer types and the values within the different layers. The
input dimensionality and the number of neurons on the layers was based on the
code from (Mishinev, 2022).

The hyperparameters epochs and batch size were initially based on the code
from (Mishinev, 2022) as well, with epochs at 8 and batch size at 64. Because
of large time finetuning takes, only batch size was tuned using GridSearch from
the candidates 64, 32 and 16 using 2-fold cross-validation. The final hyper-
parameter choice for batch size was 16. After a test run with the model, the
validation accuracy kept going up after the 8 epochs. Therefore, it was increased
to 20 epochs for the final model.

4.4.5 Confusion Matrix

For the second sub-question, a confusion matrix will be used for the error analy-
sis for the model with the highest classification accuracy. This confusion matrix
will be constructed for each of the four sub-datasets out of which the WELFake
dataset is constructed. From these sub-datasets, the missing values will be
dropped before applying a confusion matrix. Splitting the confusion matrix
by the four sub-datasets will provide additional insights. The first sub-dataset
is from Kaggle and contains 20664 news articles. Next is the McIntire sub-
dataset, containing 6285 articles. Then the Reuters sub-dataset, with 44487
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articles. The last sub-dataset is from Buzzfeed and contains 101 articles. The
confusion matrix of the Scikit-Learn library will be used for this error analysis.

4.5 Evaluation Criteria

The main evaluation metric used to answer the research question is classifica-
tion accuracy. Accuracy is the percentage of instances that the model predicted
correctly. The benefit from this evaluation metric is that it is straightforward
and easy to understand. The issue with accuracy is that it can be very good
at predicting a dominant class, but bad at predicting a different class. This is
especially common in unbalanced datasets.

To correct for this difficulty, three other evaluation metrics will be included:
recall, precision and F1 score. Recall is true positives divided by the sum of
true positives and false negatives. Precision is true positives divided by the
sum of true positives and false positives. There is a trade-off between precision
and recall. The F-measure balances these out as it finds the balance between
precision and recall. These three metrics will be included on average and per
label.

4.6 Implementation

All coding was done in Python. Every experiment was performed in Jupyter
Notebook, which was accessed through Anaconda. The processor used is a Dual-
Core Intel Core i5 with a processor speed of 1,6 GHz. It has 8 GB of RAM.

The coding used the following libraries: SKlearn, Gensim, Keras, Tensorflow,
Pandas, Matplotlib and Seaborn.

An overview of the experiments is presented in the data science pipeline in figure
1
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5 Results

The results of the experiments will be discussed here. This will be split using
the structure of the research questions. First, the classification accuracy of the
different classifiers for fake news detection will be compared. Then, an error
analysis of the confusion matrix will be processed. The information in the
figures will be discussed in the text.

5.1 Classification Accuracies

The baseline model is the SVM with bag-of-words. The results of the experi-
ments are collected in table 1. These results will be discussed in this section. All
the percentages presented in the tables are the percentages that were obtained
by testing on test data.

Table 1: Evaluation metrics for sub-question 1

SVM + BoW SVM + W2V LSVM + BoW Bi-directional
RNN-LSTM

Accuracy 0.9698 0.9436 0.9677 0.9719
Precision 0.9702 0.9436 0.9679 0.9721
Recall 0.9696 0.9435 0.9675 0.9718
F1 0.9698 0.9436 0.9677 0.9719
Precision fake 0.9792 0.9450 0.9740 0.9774
Recall fake 0.9589 0.9405 0.9599 0.9649
F1 fake 0.9689 0.9424 0.9669 0.9711
Precision true 0.9611 0.9428 0.9618 0.9667
Recall true 0.9804 0.9466 0.9753 0.9786
F1 true 0.9706 0.9447 0.9685 0.9719

5.1.1 Results for the Support Vector Machine with frequency-based
word representation extracted by bag-of-words

The SVM with bag-of-words feature extraction classifies with an accuracy of
96.98%. It achieves a precision of 97.02%, a recall of 96.96% and a F1 score of
96.98%. When purely classifying fake news, its precision is 97.92%, its recall
95.89% and its F1 score 96.89% When tasked with only true news, it has a
precision of 96.11%, a recall of 98.04% and a F1 score of 97.06%

5.1.2 Results for the Support Vector Machine with vector-based
word representation extracted by Word2Vec

The SVM with Word2Vec feature extraction has a classification accuracy of
94.36%. Its precision is 94.36%, recall 94.35% and F1 score 94.36%. When
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classifying fake news specifically, its precision rises to 94.50% but the recall and
F1 score decrease to 94.05% and 94.24%. When classifying true news, precision
is at 94.28%. The recall is then 94.66% and the F1 score 94.47%.

5.1.3 Results for the Linear Support Vector Machine with frequency-
based word representation extracted by bag-of-words

The LSVM with bag-of-words feature extraction achieves a 96.77% classifica-
tion accuracy. The other main metrics are not far apart, with 96.79% precision,
96.75% recall and 96.77% for its F1 score. For classifying fake news, its precision
is 97.40%, its recall 95.99% and its F1 score 96.69%. For true news, it achieves
96.18% precision, 97.53% recall and a F1 score of 96.85%.

5.1.4 Results for the Bi-directional Recurrent Neural Network with
Long Short-Term Memory

The Bi-directional RNN-LSTM classifies the news articles with 97.19% accu-
racy. The precision is 97.21%, its recall 97.18% and its F1 score 97.19%. For
fake news specifically, its precision is 97.92%, its recall 95.89% and the F1 score
96.89%. When the neural network classifies true news, the precision is 96.11%,
the recall 98.04% and the F1 score 97.06%. The accuracy and loss over epoch
of the neural network for the training and test data is included in appendix C.

5.2 Error Analysis

The model that achieved the highest classification accuracy is the Bi-directional
RNN-LSTM. In the second sub-question, a confusion matrix is used to analyze
asymmetries or biases in the conclusion of this model split by sub-dataset. There
are four sub-datasets. For each of these sub-datasets, the confusion matrix will
be provided. The label 0 in the confusion matrix refers to fake news, the label
1 refers to true news.

5.2.1 Kaggle sub-dataset

Figure 2 shows the confusion matrix of the Kaggle sub-dataset. The Kaggle-
sub dataset contains 20664 classified news articles. Of these news articles, 9990
news articles are labeled fake and 10674 news articles are labeled true. From
these news articles, 9972 articles are predicted as fake and 10692 articles were
predicted as true. There are 9899 true negatives, 73 fake negatives, 91 fake pos-
itives and 10601 true positives. This means 0.7947% of the Kaggle sub-dataset
will not be predicted correctly by the best performing model.
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Figure 2: Kaggle

Actual true
73 10601

Actual fake
9899 91

Predicted fake Predicted true

5.2.2 McIntire sub-dataset

Figure 3 shows the confusion matrix of the McIntire sub-dataset. This sub-
dataset contains 6285 news articles in total. There are 3058 news articles la-
beled as fake and 3227 news articles as true. 3051 news articles are predicted as
fake and 3234 articles are predicted as true. 3030 news article predictions are
true negatives, 21 article predictions are fake negatives, 28 predictions are fake
positives and 3206 articles are true positives. This means that 0.7796% of news
articles are classified wrongly in the McIntire sub-dataset.

Figure 3: McIntire

Actual true
21 3206

Actual fake
3030 28

Predicted fake Predicted true

5.2.3 Reuters sub-dataset

Figure 4 is the confusion metrics for the Reuters sub-dataset. This sub-dataset
is the largest with 44487 news articles. 21935 news articles are labeled as fake,
while 22552 articles are labeled true. 21833 articles are predicted as fake while
22654 articles are predicted as true. 21709 predictions are true negatives, 124
predictions are fake negatives, 226 predictions are fake positives, and 22438
predictions are true positives. 0.7867% of the total predictions in the Reuters
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sub-dataset are incorrect.

Figure 4: Reuters

Actual true
124 22428

Actual fake
21709 226

Predicted fake Predicted true

5.2.4 Buzzfeed sub-dataset

Table 5 is the final confusion matrix, which is for the Buzzfeed sub-dataset.
This is the smallest sub-dataset with only 101 news articles. There are 45 news
articles that are labeled false and predicted as false and thus fully overlap. The
same goes for the true news articles that are labeled as true and predicted as
true. This means that there are 45 true negatives, 56 true positives and no fake
negatives or fake positives. There are 0 news articles classified incorrectly in
the Buzzfeed sub-dataset.

Figure 5: Buzzfeed

Actual true
0 56

Actual fake
45 0

Predicted fake Predicted true

6 Discussion

The goal of the research was to improve the classification accuracy over the
state-of-the-art classifier from the scientific literature. This section will discuss
the results of the experiments more in depth. It will start with a comparative
discussion of the empirical results. Then it will continue to the degree of gener-
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alizability of this research.

6.1 Empirical Results

To answer the main research question, two sub-questions have been defined.
These sub-questions will be answered in this section by discussing the results
that have been collected from the performed experiments.

6.1.1 Discussion of the classification accuracies

The first sub question was: to what extent do a Support Vector Machine with
vector-based word representation extracted by Word2Vec, a Linear Support
Vector Machine with frequency-based word representation extracted by bag-of-
words and a Bi-directional Recurrent Neural Network with Long Short-Term
Memory improve classification accuracy over a Support Vector Machine with
frequency-based word representation extracted by bag of words? To answer
this, all classifiers were tested in python on the WELFake dataset. The results
will be discussed in this section and compared to the results in related works.

The highest classification accuracy on the WELFake dataset was 95.61%. This
accuracy came from a SVM with bag-of-words in (Verma et al., 2021). This re-
search imitated this architecture as a baseline model but managed to get 96.98%
accuracy. This difference is possible due to the differences in hyperparameters.

The 96.98% accuracy of the Support Vector Machine with frequency-based word
representation extracted by bag of words was higher than the Support Vector
Machine with vector-based word representation extracted by Word2Vec, which
classified with 94.36% accuracy. The Support Vector Machine with vector-based
word representation extracted by Word2Vec has been tested before in fake news
detection in the research of (Gravanis et al., 2019). On the UNBiased dataset,
it achieved a classification accuracy of 95%. However, the article of (Gravanis
et al., 2019) did not compare bag-of-words feature extraction and Word2Vec
feature extraction. The results of the experiments in this research indicate that
frequency-based word representation has more potential for effectively classify-
ing fake news articles than vector-based word representation when classifying
with a Support Vector Machine.

The Support Vector Machine was compared with a Linear Support Vector Ma-
chine on the task of fake news detection in (Ahmed et al., 2017). Here, the
Linear Support Vector Machine achieved a classification accuracy of 92%. This
was higher than the 86% of the Support Vector Machine. The authors concluded
that linear-based classifiers achieved better results than nonlinear ones. Both
used TF-IDF for feature extraction instead of bag-of-words. This research exper-
iments with a Support Vector Machine and a Linear Support Vector Machine
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with frequency-based word representation extracted by bag-of-words. When
comparing the results, the Support Vector Machine classifies better than the
Linear Support Vector Machine with 96.98% accuracy compared to 96.77%.
This contrasts the claim made by the authors of (Ahmed et al., 2017) that
linear-based classifiers achieve better results than nonlinear classifiers in fake
news detection.

The best performing classifier that has been tested in this research is the Bi-
directional Recurrent Neural Network with long short-term memory. This neu-
ral network classifies with an accuracy of 97.19% and achieves therefore higher
accuracy than its Support Vector Machine alternatives. This result is similar
to the results in (Balwant, 2019), where the Bi-directional Recurrent Neural
Network with long short-term memory was also compared to a Support Vec-
tor Machine. Here, the Bi-directional Recurrent Neural Network with long
short-term memory achieved a classification accuracy of 27.4% on the Liar-Liar
dataset with six classes. This was compared to the 25.8% accuracy of a Support
Vector Machine on the Liar-Liar dataset in (Wang, 2017). The Bi-directional
Recurrent Neural Network with long short-term memory has also been tested
on a binary labeled dataset in the research of (Bahad et al., 2019), where it
achieved 91.08% and 98.75% accuracy. In this research it was however not com-
pared to machine learning classifiers. This comparison is the contribution of this
research. The results support the general pattern in the related works on fake
news detection, where neural networks achieve a higher classification accuracy
than machine learning classifiers.

6.1.2 Discussion of the error analysis

The second research question is: to what extent are there asymmetries/biases
in the conclusion from the confusion matrix in the model that performs with
the highest classification accuracy split by sub-dataset? This will be answered
for the Bi-directional Recurrent Neural Network with long short-term memory,
which achieved the highest classification accuracies with 97.19%. This analysis
is done with the confusion matrix of each of the four sub-datasets out of which
the WELFake dataset was constructed.

One of the confusion matrices seems of little value for insights: the Buzzfeed
sub-dataset, which is the fourth and last one. The sample size from the Buz-
zfeed dataset is relatively small with only 101 news articles. In the Buzzfeed
confusion matrix, there are zero incorrect classifications. However, because of
the small sample size there cannot be any conclusions drawn from this result.

This is not the case for the other three sub-datasets. Although these datasets
differ in size as well, they all contain substantially more news articles than the
Buzzfeed sub-dataset. To illustrate: the second smallest sub-dataset, the McIn-
tire sub-dataset, contains 6285 articles.
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Analyzing the confusion matrices of the three sub-datasets, the number of false
positives is disproportionately large compared to the number of false negatives.
All three sub-datasets have more false positives than false negatives. The pro-
portion of false positives to false negatives is highest for the largest sub-dataset,
the Reuters sub-dataset, where the number of false positives is almost twice as
large as the number of false negatives.

The proportion of news articles in the whole WELFake dataset is a little skewed
towards true news. However, the proportion of false positives to false negatives
is larger than that for every sub-dataset except the small Buzzfeed sub-dataset.
This leads to the conclusion that the model is biased toward predicting news
articles as true.

6.2 Generalization

The introduction explained that fake news detection aims to tackle the spread
of fake news. The Bi-directional RNN-LSTM classifier could be implemented on
social media to alert individuals of possible falsities in the information. How-
ever, the detection strategy could be dangerous as well. (Tandoc Jr, 2019)
stated corrections could backfire and increase believe in the wrong information.
To make sure that fake news detection tackles the spread of fake news construc-
tively, and therefore is of societal benefit, a focus on optimizing trust in fake
news detection methods might be crucial. To achieve this trust, misclassifica-
tions must be limited. There are two potential directions for further limiting
errors: increasing the classification accuracy and improving the dataset. This
section briefly addresses these and points to potential further research on these
topics.

First, the classification accuracy. The Bi-directional RNN-LSTM achieved a
classification accuracy of 97.19%. This can be further improved by hyperparam-
eter tuning, which has only been performed on the batch size in this research
because of time constraints. Next, the SVM using Word2Vec combination did
not use a pretrained Word2Vec. Experiments can be performed to potentially
increase classification accuracy with a pretrained version of Word2Vec. Finally,
the BERT-CNN hybrid from (Verma et al., 2022) achieved a high classification
accuracy on a larger dataset but has not been tested on this dataset due to its
complicated nature and its time and demand. This could potentially do well in
this task.

For improving the dataset, three directions could be promising. The first direc-
tion is the features in the dataset. The article of (Verma et al., 2022) identified
two other types of features for fake news detection in addition to its content:
profile-based features and propagation-based features. When these would be
added to a large dataset, it could potentially help detect fake news more accu-
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rately. Next, the topics of the news. In the WELFake dataset, a lot of the topics
concern politics. To prevent errors being made when the model is generalized
to other topics, it would be useful to have a larger variation of topics to train
the model on. The last large improvement is to make the labeling multiclass.
Since binary categorizing news content as either true or false can be considered
an oversimplification of the issue, training a model on a dataset containing mul-
ticlass labeling might help prevent undesirable situations.

7 Conclusion

Fake news misinforms news consumers and can potentially cause dangerous sit-
uations. The article of (Bergstrom & West, 2021) named technological advance-
ment as one of the strategies to tackle the spread of fake news. Data scientists
address this by performing experiments on the task of fake news detection. This
research adds to the literature by comparing promising models from previous
research projects on fake news detection.

The research question of this research was stated in the introduction: how
accurately can news articles be classified as fake news by their content using
machine learning and deep learning techniques? This is answered using two
sub-questions.

The first sub-question was: to what extent do a Support Vector Machine with
vector-based word representation extracted by Word2Vec, a Linear Support
Vector Machine with frequency-based word representation extracted by bag-of-
words and a Bi-directional Recurrent Neural Network with Long Short-Term
Memory improve classification accuracy over a Support Vector Machine with
frequency-based word representation extracted by bag of words? This research
compares the classification accuracies on the WELFake dataset from (Verma
et al., 2021). The highest classification accuracy was 97.19%, achieved by a
Bi-directional RNN-LSTM.

The classification accuracy of the Bi-directional RNN-LSTM is also higheer
than than the previous highest classification accuracy achieved on the WELFake
dataset. The previous highest classification accuracy was the Support Vector
Machine using frequency-based word representation extracted by bag-of-words
as constructed in (Verma et al., 2021), which classified with an accuracy of
95.61%.

The second sub-question was: to what extent are there asymmetries/biases in
the conclusion from the confusion matrix in the model that performs with the
highest classification accuracy split by sub-dataset? The error-analysis shows
that the Bi-directional RNN-LSTM is biased towards predicting news as true.
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Before the Bi-directional RNN-LSTM model would be implemented on a larger
scale, it is necessary to think about the impact it would have. Fake news detec-
tion models can only have a positive impact on society when news consumers
decide to trust the information coming from these models. It needs to be sure
that this trust will not be unnecessarily damaged by misclassifications. To pre-
vent these misclassifications, further research is required. A promising direction
is improving the dataset for training the model, for example by multiclass la-
beling instead of binary labeling. Next, research needs to continue increasing
the classification accuracy of promising models.
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Tested hyperparameters with adopted values

27



Appendix B

Neural Network Architecture
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Graphics of the Neural Network per epoch
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