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Abstract 

In a society where young adults comprehensively use smartphones and social media, the 

effects of this usage are more being researched due to negative effects on well-being. This 

study focuses on the influence of social media usage on mental tiredness and forecasting 

mental tiredness among young Dutch adults by using binary classification models.  

Most research done regarding the effects of social media on the mental state are from a 

social science or experimental origin. This research will try to predict mental tiredness based 

on social media usage with the use of machine learning tools. With exploratory data analysis 

and feature selection tools, relevant features are selected for this classification problem.  

Using classification algorithms Logistic Regression, K-nearest Neighbour, Random 

Forest, and Support Vector Machines, this research will compare 4 main models with 

different subsets of data and features. The algorithms are tested on data derived from two 

datasets containing phone use data and self-reported mood data.  

The results show an inconsistent trend against the baseline. KNN and Logistic 

Regression showed no clear improvement than the baseline. In general, Random Forest and 

SVM performed better than the baseline approaches, with Random Forest showing on average 

the best performance in terms of accuracy among the 4 different classification algorithms. The 

highest accuracy achieved was by SVM model.  

The results provide new models for detecting mental tiredness among young Dutch 

adults, which can be used in future research. For future research, adding additional 

meaningful features to these models potentially improve the performance of the classification. 

   

Keywords: Binary Classification, Mood prediction, Social media usage, Mental fatigue 

prediction, Mental Tiredness 
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1. Introduction 

1.1 Context 

1.1.1 Social media usage among Dutch young adults. 

In today’s society, social media and smartphones are omnipresent. These 

developments generate new opportunities, such as the possibility to connect with whomever 

you want whenever you want, but they also result in new threats, such as smartphone- and 

social media addictions. In 2019, 98.5% of Dutch young adults in the age of 18 till 25 made 

daily use of the internet compared to 94% in the year 2012 (Central Bureau of Statistic 

Netherlands [CBS], 2020).  

Next to the overall increase in 

daily use, an increase is visible in 

categories regarding communication 

platforms. Table 1 shows the most 

significant increases in these categories, 

with the highest increase in texting (e.g. 

WhatsApp).  

Equivalent Dutch research among 7,000 respondents (Newcom, 2020) confirms the high use 

of texting app WhatsApp. The research of Newcom shows distinctive patterns in the 

popularity of social applications by age groups as depicted in Appendix A. It shows young 

adults in the age of 15 till 19 make the most use of WhatsApp, followed by YouTube, 

Instagram, Snapchat and Facebook. For young adults in the age of 20 to 39, WhatsApp is also 

the most important, but they invest more time in Facebook rather than Instagram, which has 

more popularity in the younger age group.  

Table 1  

Increases in internet use by categories 

Categories 2012 2019 % 

Daily use 94.0% 98.5% +4.5% 

Texting  64.2% 97.7% +33.5% 

Social network sites  88.8% 92.1% +3.3% 

Professional networks  22.2% 43.6% +21.4% 

Newcom (2020) 
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On average, Dutch young adults spend more time on social media than different age 

groups (Newcom, 2020). Table 2 displays the average 

time spent per day on social media per age group. It 

shows Dutch young adults between 15 and 19 spend the 

most time on social media, followed by young adults 

between 20 and 39 years. Next to age, the research shows 

a difference in the duration of social media use between 

gender and education level. The research states that 

women and lower educated people make more use of social media than their peers. 

1.1.2 Mental tiredness. 

Mental tiredness, also known as mental fatigue, can be defined as a sense of weariness 

(Grandjean, 1979). According to Grandjean, physical fatigue reduces muscular system 

performance, whereas mental fatigue causes a reduction in mental performance. 

Qi et al. (2019) states continued attention during a mental-intense task, can result in high 

levels of mental tiredness. Mental tiredness can potentially contribute to reduced cognitive 

and behavioural performance such as reduced concentration, vigilance, decision making and 

disengagement from responsibilities (Montgomery, Montgomery, & Guisado, 1995; Qi et al., 

2019.).  

Research done by Ikeda and Nakamura (2014) concludes that fatigue resulting from 

mobile phone use is likely to be mental fatigue. As mental fatigue can influence decision 

making, concentration and motivation, it has a significant influence on young adults live and 

inter alia, their performance on educational level.  

Furthermore, mental fatigue has proven to correlate with depression (Breslin, 1998; 

Lee, 2006). Finding out the effects of social media usage on mental tiredness can help 

understand mental tiredness and the prevention of it.  

Table 2  

Average minutes per day on social media 

Age Minutes 

15-19  143 

20-39  114 

40-64  85 

65+ 82 

Newcom (2020) 
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1.1.3 Societal and scientific relevance 

In this study, the influence of social media usage on mental tiredness is analysed. 

Finnish research (Salmela-Aro, Upadyaya, Hakkarainen, Lonka, & Alho, 2016) concludes 

there is a vicious circle between burnouts, smartphone addiction and social media. By 

examining the prediction of mental tiredness based on social media usage on smartphones by 

young Dutch adults, the goal of the project is to give more insight and understanding in the 

effects of social media usage and possible harmful behaviour.  

Prediction of mental tiredness can be very valuable since it can have considerable 

adverse effects on the performance of young adults and eventually can lead to burnout or 

depression (Breslin, 1998; Lee, 2006). The outcomes are socially relevant considering the 

new insight into potential unhealthy relationships of students with their smartphones and 

social media, which possibly can lead to a change in their potential harmful behaviour. 

From a scientific point of view, this problem is worth addressing since studies relating 

to mental tiredness have not taken social media usage into account before (See background 

2.4). Additionally, many research surrounding social media usage in combination with mental 

health are conducted in foreign countries (Salmela-Aro, 2016; Singh et al., 2017; Liu & Ma., 

2018). In this research, the focus will be on Dutch students. Finally, this project leads to 

identifying features which can be used in predicting mental tiredness. 

The findings of this study will redound to the benefit of society, considering social 

media plays a significant role in today’s society. The increasing use of social media justifies 

the need for more insight into the effects on mental health. This research will help uncover the 

effects of social media on mental tiredness that have not been explored before. Thus, a new 

theory on the relationship between mental tiredness and social media may be arrived at.  
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1.2 Research questions 

In this section, the research question and sub-questions are depicted. Per question, a 

short description is given how the question will be examined. To examine the role of social 

media behaviour on mental tiredness and model the prediction models, the research question 

is as following: “To what extent can mental tiredness be predicted among Dutch young adults, 

based on social media application usage?” 

For answering the research question, 5 sub-questions are formulated. A short 

description of the answering methods is given below every question.  

1) Which model predicts mental tiredness most accurate?  

By creating different models based on the full dataset and relevant subsets of the dataset, the 

performance of each model is calculated, showing the best performing model based on 

accuracy.  

2) Which features are most relevant in predicting mental tiredness?  

By using appropriate feature selection methods, the best features for the models are selected 

for predicting mental tiredness among young Dutch adults.  

3) To what extent does the level of mental tiredness influence the prediction? By creating 4 

additional models with an adjusted binary containing only the minimum and maximum levels 

of mental tiredness, the influence of the extent of mental tiredness on the prediction is 

examined. 

4) To what extent is time influencing mental tiredness?   

By creating full-day models, the influence of time is examined. These models contain entries 

of 24 hours instead of 4 hours. Additionally, a feature set containing time variables is trained 

to examine performance with and without certain time-elements. 

5) To what extent is receiving notification influencing mental tiredness?   
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The influence of notifications is tested with the training of an additional feature set excluding 

notification features.  

1.3 Findings 

The study shows an inconsistent trend against the baseline. KNN and Logistic 

Regression showed no definite improvement than the baseline. In general, Random Forest and 

SVM performed better than the baseline approaches, with Random Forest showing on average 

the best performance in terms of accuracy among the 4 different classification algorithms.  

Nevertheless, the best prediction performance in terms of accuracy is obtained with 

the model top25.2 model using the SVM algorithm. The models containing only the minimum 

and maximum levels of mental tiredness in the binary classification showed consistent better 

performance compared to the models with the regular binary. The Full-day models containing 

24-hour entries showed an improvement of accuracy against the similar models (Full) 

containing 4-hour entries.  

For future research, adding additional meaningful features to these models potentially 

improve the performance of the classification. 

1.4 Outline 

In chapter 2, relevant literature regarding the research problem is reviewed. The 

methods and the experimental setup is presented in chapter 3. In chapter 4, the results of the 

study are given. The limitations and recommendations for further research are presented in 

chapter 5. To conclude, the conclusion of the research is given in chapter 6.   
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2. Background 

In this chapter, relevant literature regarding the research problem is outlined. In the 

first section of this background, multiple relevant subjects regarding social media are 

discussed. At the end of this chapter, relevant studies regarding the prediction of mood and 

mental tiredness are reviewed.  

2.1 Social media usage and sleep deprivation 

Social media and smartphones have a significant influence on the lives of young 

adults. Multiple studies show a negative influence of social media usage on sleep (Woods & 

Scott, 2016; Levenson, Shensa, Sidani, Colditz, & Primack, 2016, 2017). American research 

regarding the usage of social media in the 30 minutes before bed (Levenson et al., 2017) show 

a significant linear trend between the frequency of checking social media in the 30 minutes 

before bed and increased sleep disturbance. Åkerstedt et al. (2004) identify disturbed sleep as 

an essential factor in the prediction of fatigue.  

2.2 Social media usage and addiction 

In extreme cases, the extensive usage of social media and smartphones can result in 

addiction. In 2017 28.7% of young Dutch adults in the age of 18 till 25 considered themselves 

addicted to social media, making them the most addicted of all age-groups (CBS, 2018). 

Studies prove that smartphone addiction is a significant predictor of burnout and can 

transform into depressive symptoms (Salmela-Aro et al., 2016; Liu & Ma, 2018). 

One of the main reasons young adults seem to be addicted is the fear of missing out.  

Franchina, Vanden Abeele, van Rooij, Lo Coco and Marez (2018) refer to the fear of missing 

out as feelings of anxiety arise from the realisation you might be missing out events that 

others are experiencing. Young adults who are more afraid to miss out, spend in general more 

time on social media (Buglass, Binder, Betts, & Underwood, 2017). This extra spent time 
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leads on its turn to further feelings of missing out. Thomée, Dellve, Härenstam and Hagberg 

(2010) note notifications can also give a contribution to an increase of the fear of missing out.  

2.3 Further effects of social media  

Excessive use of social media can have great effects on mental health, such as 

motivation reduction, loss of interest, concentration problems, fatigue, loneliness and even 

depression (Aalbers, McNally, Heeren, de Wit, & Fried, 2019). Studies suggest extreme use 

of smartphones and social media can result in a decrease in performance on school and work, 

and lower academic performance (Alt, 2017; Lau, 2017).  

Furthermore, multiple studies indicate a relation between social media usage and the 

negative influence on physical and mental well-being (Ohly & Latour, 2014; Woods & Scott, 

2016; Singh, Amri, & Sabbarwal, 2017). Hunt et al. (2018) conclude limiting social media 

usage result in a direct positive impact on subjective well-being over time, emphasising on a 

likely decrease in feelings of loneliness and depression. 

2.4 Mood prediction in previous studies 

In the last few years, studies concerning mental health and phone use data are growing.  

Mood prediction based on phone use is conducted in many ways. The majority of studies 

concerning mental health and phone use data are based on self-reported data (Thomee, 2018). 

Thomee claims due to self-reported data, the outcomes may be subject to misclassification 

and bias. This is in line with the study conducted by Ma, Xu, Bai, Sun and Zhu (2012). They 

indicate that self-reported data cannot serve as a reliable indicator of objective mood without 

complex validation and process due to its subjectivity.   

Mood prediction in combination with phone use data, commonly makes use of 

features counting the frequency and the duration of mobile phone data. (Falaki et al., 2010; 

De Montjoye et al., 2013; Becker et al., 2016; Thomee, 2018). Thomee (2018) shows most 
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studies in the area of mood prediction include the frequency and duration spent on different 

applications, general screen time and time slots containing what time the phone was used.  

 A large number of existing studies in this area are conducted among university 

students. This compromises generalisability of the results. The majority of prior research 

conceptualised their search question as a binary classification problem. According to Thomee, 

most prior studies in the area of mood prediction made use of a minimum activity threshold.  

Relevant studies included data about personal demographics such as age, gender, and 

education in variables (Falaki et al., 2010; De Montjoye et al., 2013; Becker et al., 2016; 

Thomee, 2018).  

  Furthermore, the prediction of mood with smartphone data is often executed with 

algorithms from machine learning and statistical modelling.  Among prior studies, high 

diversity in algorithms is visible (Thomee, 2018). Logistic Regression (Jaques et al., 2015; 

Kawash, Agarwal, & Özyer, T., 2017), Random Forest (Jaques et al., 2015; van Breda et al., 

2016; Meinlschmidt et al.,2020), Support Vector Machines (Jaques et al., 2015; van Breda et 

al., 2016., Wahle, 2016; Kawash et al., 2017) and K-Nearest Neighbour(Jaques et al., 2015; 

Islam et al., 2018) are widely used in the prediction of mood. 

In the prediction of mental tiredness, phone data related to social media has not been 

used before. Prediction of mental tiredness is commonly achieved by using models with EEG-

data (Trejo et al., 2005; Peng, Bouak, Wang, Chow, & Vartanian, 2018; Song, Ding, & Song 

al, 2019). 
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3. Experimental setup  

This section describes the procedures that are done to obtain the results. First, a 

description of the used datasets is given, followed by the cleaning process. Next, the 

exploratory data analysis and used features are discussed. The section ends with information 

covering the algorithms and evaluation methods that are used during this study. In this report, 

data from two datasets are used containing phone use data and self-reported mood data. The 

study design was approved by the ethics board at Tilburg School of Humanities and Digital 

Sciences. 

3.1 Data 

3.1.1 Dataset description. 

Phone_use_data.csv. 

The phone use dataset (phone_use_data.csv) is collected using MobileDNA from Gent 

University. The dataset contains information from 124 students gathered between February 

21th 2019 and March 26th 2019. The dataset is constructed with 586,792 rows of data 

containing information about 9 different variables. Each row contains the data of one session. 

The variables contain information about the id of the phone user, the application they used 

and the time spent on the application. Furthermore, the battery level of the phone is recorded, 

the session number and a binary variable are included containing information whether the 

user received a notification before using the used application.  

Mood_sampling_data.csv. 

The mood sampling dataset (mood_sampling_data.csv) contains information about 

149 students gathered between June 4th 2018 and May 14th 2019. During this period, a 

survey was sent four times a day via the mobile application Ethica. The dataset consists of 

16,016 rows of data. Each row contains the information of one survey. The data that is 

collected per survey is the user id, the time the survey was sent and submitted by the user and 
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the time spent filling out the survey. Furthermore, the dataset contains information about the 

students’ mood, activities and social contacts during a specific time frame.  

3.1.2 Pre-processing and data cleaning. 

Before merging the datasets into one dataset which can be used for the classification models, 

the data has to be pre-processed and cleaned. First, the survey entries in the mood dataset who 

have a non-valid output (expired, cancelled, blocked, unknown) in the duration variable are 

omitted. In the mental tiredness variable, some outliers are detected. The outliers are 

erroneous entries which exceeded the used Likert scale in the mood variables. Therefore the 

entries with outliers in the mental tiredness variable are eliminated.  

In order to combine the data of the two datasets, the data needs to be from the same 

window of time. Therefore, the mood surveys which are not submitted during the time the 

phone use data is collected, are left out. At last, participants from the mood dataset with no 

registration of their phone activities are also omitted.  

Research of DeLuca (2005) shows that a specific time frame can be helpful in 

monitoring changes in fatigue. There may be a diurnal pattern which indicates some 

symptoms can be more present at particular times of the day (Schwartz, 1996). Therefore, a 

split is made in the “response time” variable from the mood-dataset to create two new time-

variables: hour and time. With the new hour variable 6 time windows of 4 hours are 

generated: morning, noon, afternoon, evening, night and late-night. The same is done for the 

phone-dataset, with the variable “end-time”. Due to the fact some surveys are submitted in 

quick succession, the results in each window are taken together, and the median of the 

variable mental tiredness is calculated for measuring. After cleaning and pre-processing, the 

mood dataset is reduced from 16,016 to 6,970 entries. 
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Social network sites and total variables.  

Before the two datasets are merged, new variables are derived from the phone-use 

dataset. First, the number of total sessions, the total time spent and notifications per user-id 

during the 4-hour time window are computed. For more accurate statistics, the data of the 

Ethica application is removed. Subsequently, the same variables (sessions, time and 

notifications) are created for a subset of the phone-use data, containing only data of social 

network sites (SNS) sessions. In addition, the minimum, maximum and median of the time 

spent on social network sites is calculated. For creating the SNS subset, the data of the 

following social network sites were taken into account: Instagram, Facebook, YouTube, 

Snapchat, Twitter, LinkedIn, Pinterest and TikTok. In this research, WhatsApp is considered 

a direct messaging app, and not a social media platform. Therefore, the data of WhatsApp is 

not taken into account for the SNS variables.  

Figure 1 shows the frequency in the data of the used social network sites applications. 

Instagram is most used, followed by Snapchat, Facebook and YouTube. From the data of 

these applications, additional variables are created. These variables count the number and 

total duration of sessions of each application during a time window.  

 

  

Figure 1 Frequency used applications 
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Time variables. 

After creating the additional variables, the two datasets are merged. After merging, a 

binary variable is made depicting the weekend, for analysing the possible effects of the 

weekend on mental tiredness. In tables 3 and 4, the variables time and weekend are illustrated. 

After merging, the late-night window did not contain any data. Therefore, this time label is 

left out. 

 

 

 

 

 

 

 

 

To increase the predictive performance of the data, the entries of users with less than 

10 entries are omitted. Furthermore, sessions shorter than 1 minute or with 1 or fewer sessions 

are also omitted. After merging the full dataset contains 4,232 entries. 

Mental tired variable. 

This research focuses on the prediction of the variable mental tiredness. The variable 

shows positive correlations with negative mood-states and negative correlation with positive 

mood-states. (See appendix B). The following survey-question measures the emotion mental 

tiredness in the mood dataset: “I feel mentally tired (mentaal vermoeid)”. A 6 point Likert 

scale gives the possible replies: “Not at all”, “Very slightly”, “A little”, “Moderately”, “Quite 

a bit” and “Extremely”. Due to the fact self-reporting emotion and the Likert scale are both 

susceptible for bias (Friedman, Herskovits & Pollack,1994; Ciuk, Troy, & Jones, 2015), 

Table 3 

Entries per time-window 

Label Time window Freq.  

Morning 6.00 – 9.59 224 

Noon  10.00-13.59 1,426 

Afternoon 14.00-17.59 1,299 

Evening 18.00-21.59 1,247 

Night 22.00-1.59 36 

Table 4 

Entries by weekend 

 

Label Code Freq.  

Weekday 0 2,971  

Weekend 1  1,261 
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binary classification is generated based on the mental tiredness variable from the mood-

dataset. The binary classification, depicted in figure 2, is divided by the occurrence of mental 

tiredness. Where class 0 ("Not at all") is compared against classes 1 ("Very slightly") to 5 ( 

"Extremely"). Figure 3 shows the variability distribution of the emotion per respondent.  

 

 

 

 

 

 

 

 

To answer to what extent the height of mental tiredness influences the prediction, an adjusted 

binary is created. This binary contains only data of the mental tiredness levels 4 and 5 

(highest mental tiredness) in the positive class against the regular negative class. Table 5 

shows the general distribution of the variable by the two classes in the altered full dataset.  

 

 

 

 

 

  

Table 5 

Distribution mental tiredness in the adjusted dataset  

Mentally tired 0 1(4-5) 

frequency 1,200 673 

% 64.1% 35.9% 

Figure 2 Mental tiredness in total Figure 3 Mental tiredness by user_id 
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3.1.3 Feature selection. 

To improve the generalisation and the interpretation, this study uses feature selection. 

With feature selection, irrelevant features are reduced, making the models easier to interpret, 

lowering the running time of the algorithms and creating a more general classifier (Tang, 

Alelyani, & Liu, 2014). For selecting the features, multiple feature selection methods are 

used. Prior studies used different methods for feature selection, such as experimentally 

removing features, stepwise regression, k-best features (Thomee,2018). Therefore, this study 

makes use of multiple feature selection methods. First, the correlation between the variables is 

calculated (See appendix B) to eliminate possible highly correlated variables. Looking at a cut 

point of 0.8, none of the created features need to be removed.  

Learning Vector Quantization.  

With Learning Vector Quantization (LVQ), the importance of the features is 

calculated. As depicted in figure 4, the variable insta_sessions showed to be most important, 

followed by insta_time. The three least important features (yt_time, sns_min_time and 

yt_sessions) are omitted. 

 

Figure 5 Feature importance LVQ 

Recursive Feature Elimination 

 With Recursive Feature Elimination (RFE), the most relevant features in predicting the 

target variable are selected. The top 5 variables according to RFE, are the variables 

Figure 4 Accuracy features RFE 
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total_sessions, insta_sessions, insta_time, sc_time and sns_time. As depicted in figure 5, RFE 

shows the accuracy is improving with the number of features. 

Akaike Information Criteria.  

With Akaike Information Criteria (AIC), a stepwise feature selection is made. With 

stepwise feature selection, a combination is made between forward- and backward selection. 

The statistic fits multiple models with different sets of features, removing and adding features 

until the model finds its best AIC statistics (Kuhn & Johnson, 2019). After conducting AIC, 

the following set of features gives the best AIC statistics: sns_sessions, sns_notifications, 

unique_sns, total_sessions, insta_time and insta_sessions. 

Final features. 

After using the feature selecting methods, the final feature set (see table 6) is generated 

containing the most important features for predicting mental tiredness.  

Table 6 

Description used features.  

 

Variable Description Measure  

total_sessions Total number of sessions  Count 

total_time Total time spent on the phone Minutes 

sns_sessions Number of social network sites sessions Count 

sns_time Time in minutes on social network sites Minutes 

Insta_sessions Number of Instagram sessions Count 

Insta_time Time spent on Instagram Minutes 

Sc_sessions Number of Snapchat sessions Count 

Sc_time Time spent on Snapchat Minutes 

Unique_sns Unique used social network sites  Count  

sns_notifications Number of social network sites notifications  Count 

total_notifications Number of total notifications Count 
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For examining the importance of time and notifications, two additional feature-sets are 

generated. One feature-set excluding notification-features and one feature-set including 

additional categorical “time” features. In table 7, the additional categorical features are 

presented.  

 

3.1.4 Dealing with imbalanced data 

The classes in this report are not equally represented. Therefore, Synthetic Minority 

Over-sampling Technique (SMOTE) is applied for regulating the imbalanced classes. 

SMOTE creates a synthetic example of the minority class with the use of k nearest neighbour 

(Chawla, Bowyer, Hall, & Kegelmeyer, 2002). By selecting a random example of the 

minority class, the K nearest neighbours are taken, and a randomly neighbour is chosen to 

create a synthetic example at a randomly selected point between the two examples in feature 

space. 

3.1.5 Cross-validation 

For validating the models, most prior studies predicting mental health used k-fold 

cross-validation. Therefore, this study makes use of prediction models using a 10 fold cross-

validation. In order to test the performance of the models, the data for the models in both R 

and Python are split according to the Pareto principle (Newman, 2004) in two subsets: 80% 

training data and 20% testing data. For tuning the parameters, the prediction models 

Table 7 

Description of additional categorical features.  

 

Variable Description Measure  

Weekend Binary if weekend Binary: 0-1 

Time Time window of entry Multiclass: Morning, 

Noon, Afternoon, 

Evening, Night 
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conducted in Python using the Support Vector Machines and Random Forest made use of 

GridSearchCV, conducting cross-validation with 5 folds.  

3.2 Models & algorithms 

In this section, the algorithms and models used in this study are described. The 

algorithms that will be used in this study are the supervised learning models K-nearest 

neighbour, Logistic Regression, Support Vector Machines and Random Forest. These 

algorithms are suitable for binary classification and frequently used similar studies (see 

Background 2.4).  

3.2.1 K-nearest Neighbour. 

K-nearest Neighbour is a basic non-parametric classification algorithm with whom the 

prediction boundaries are defined by K (Hastie Tibshirani, & Friedman, 2009). The algorithm 

calculates the distance between the training and test data. The output of the algorithm is a 

class membership, based on the class membership of the K nearest neighbours. The distance 

between the training- and test- data are calculated with distance metric Euclidean distance: 

 

𝑑(𝑥, 𝑦) = √∑ 𝑑(𝑥𝑖−, 𝑦𝑖)2𝑛
𝑖=1     (1) 

 

With the increase of K, the boundary becomes smoother. Subsequently, the smaller the 

K, the more overfitted a model gets. In this study, KNN is modelled in R. With a tuning 

length of 10, the algorithm picks the most suitable K for every model independently. The K 

which generates the highest accuracy value, is selected.  

3.2.2 Logistic Regression. 

Logistic regression is a classification algorithm that is commonly used to predict a 

binary classification. The algorithm looks for the decision boundaries among the classes. With 

these boundaries, the examples are split into the classes. Logistic regression has a high 
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similarity with linear regression. The curve in logistic regression is constructed using the 

natural logarithm of the probabilities of the output variable (Hastie et al., 2009). The decision 

boundaries in logistic regression are assumed to be linear. The parameters of the model are 

the weights of the features. Each weighted feature is mapped into a value between 0 and 1. 

This value is interpreted as the probability of an example belonging to a particular class (Brid, 

2018). The algorithm tunes the weights to classify the training examples correctly. Because 

the model assumes linear decision boundaries, the model gets less overfitted. The formal 

definition of logistic regression is presented below: 

log(
𝑃𝑖 

1−𝑃𝑖 
) = 𝛽0 +  𝛽1𝑋1 +  𝛽1𝑋1 + ⋯ 𝛽𝑛𝑋𝑛 +  𝜀     

Where p is the probability of the outcome, range 0 to 1. 𝛽0 is the intercept, 𝛽𝑛 are the coefficients and 

𝑋𝑛 are the variables.  

In this study, the logistic regression algorithm is modelled in R. Using the GLM 

method in train with binomial(link = logit).  

3.2.3 Support Vector Machines. 

Support Vector Machines is a supervised learning algorithm commonly used for 

binary classification. SVM search for a hyperplane in N-dimensional space that can distinctly 

classify the data points. The optimal separation hyperplane is defined as the one that 

maximises the area between the nearest points of the class (Hastie et al., 2009). It is 

recommended that before using SVM, the data is standardised as the optimal separation 

hyperplane is influenced by the scale of the input features (Sotelo, 2017). 

SVM algorithms make use of kernels, which are mathematical functions which 

transform the input data in the required form. In this study, radial basis function (RBF) and 

sigmoid are used. 

Radial Basis Function: 

𝐾(𝑥, 𝑥′) = exp(−𝛾 ‖𝑥, 𝑥′⟩‖2)     (3) 
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Sigmoid:  

𝐾(𝑥, 𝑥′) = tanh(𝑘1⟨𝑥, 𝑥′⟩ +  𝑘2)     (4) 

 

Next to the type of kernel, SVM has two more parameters: Parameters C and Gamma. 

Parameter C regularise the data so that the classifier can make a better generalisation on the 

test data. The value of C is generally set high, which leads to slightly overfitted models. 

Parameter gamma defines the reach of the influence of a single training example. Low values 

of gamma result in farther and more influence. High values of gamma result in closer and 

smaller influence.  

In this study, SVC from Scikit-learn was applied for the SVM. For each model, the 

best parameters C, gamma and kernel were chosen respectively via GridSearchCV (see 

appendix C).  

3.2.4 Random Forest. 

The Random Forest algorithm is based on a collection of multiple decision trees. The 

algorithm uses bagging to build an extensive collection of trees and then averaging the scores. 

(Hastie et al., 2009) 

Multiple parameters can be tuned in a random forest. Finding the equality of the 

dataset can be done by Gini impurity or entropy. Gini impurity is the probability of incorrect 

classification if we randomly labelled according to the distribution in a branch. Entropy 

calculates the information gain by making a split.  

Gini Impurity: 

∑ 𝑓𝑖 (1 − 𝑓𝑖)𝐶
𝑖=1      (5) 

Entropy: 

∑ −𝑓𝑖 log(𝐶
𝑖=1 𝑓𝑖)      (6) 

Where 𝑓𝑖 us the frequency of label I at a node and C is the number of unique labels.  
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In this study, the RandomForestClassifier from Scikit-learn was used to generate the 

random forest models. The parameters (n_features, min_sampling_split and criterium) are 

tuned with GridSearchCV. In appendix C, the used parameters per model are depicted.  

With minimal sampling split the model can guarantee multiple samples inform each 

decision. A small minimal sampling split will result in overfitting, while a large number will 

decrease the chances of a tree learning from the data. 

3.2.5 Model implementation.  

In this study, 4 different sets of the dataset are used: The full dataset, the top25 containing 25 

participants with more than 60 entries, the top20 containing the top 20 participants with the 

most time and sessions spend on social network sites and the full-day dataset containing 

entries of 24 hours instead of 4 hours. Table 8 shows the used models in this study.  

Table 8 

Description used models 

  

Model Description Entries Majority Class 

Full Entire dataset 4,232 Tired 

Full.2 Entire dataset with adjusted binary 1,873 Not tired 

Top20s Dataset with top 20 most social media users 1,403 Tired 

Top20s.2 Dataset with top 20 most social media users with adjusted binary 750 Not tired 

Top25 Dataset with top 25 users with most entries 1,829 Tired 

Top25.2 Dataset with top 25 users with most entries with adjusted binary 983 Not tired 

Fullday Dataset with 24-hour entries 1,952 Tired 

Fullday.2 Dataset with 24-hour entries with adjusted binary 834 Not tired 

    

 With the models containing a subset of the full dataset, the performance of the general 

models can be compared to more specific-user models. With these comparisons, the 

importance of minimal entries and certain specifics can be evaluated. With the comparison 

between the full datasets and the full-day datasets, the importance of the length of the window 

of time can be examined.  
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From all of these sets of data, additional sets are created which use the adjusted binary 

(see 3.1.2) to answer to what extent the level of mental tiredness influences the prediction. 

This binary contains only data of the mental tiredness levels 4 and 5 (highest mental 

tiredness) in the positive class against the regular negative class. 

 For every model, three different feature sets are used for examining the role of 

categorical time variables and notification variables.  

3.3 Method implementation  

The coding for this study is done in both R and Python. Data analysis and creating 

visualisations of the data are done in R (version 3.6.3). Additionally, the prediction models 

using the algorithms Logistic Regression and KNN are developed in R. The prediction models 

for the algorithms Random Forest and SVM are created using Python (3.7.6). Table 9 shows 

the used packages during this study with the related source and version. 

Table 9 

Features phone_use_dataset.csv 

  

Used packages Source Version  

dplyr (Wickham, Francois, Henry, & Muller, 2020) 0.8.5  

tidyr (Wickham & Henry, 2020) 1.02  

ggplot2 (Wickham, 2016) 3.3.0  

caret (Kuhn, 2020) 6.0-86  

factoextra (Kassambara & Mundt, 2020) 1.07  

corrplot (Wei & Simko, 2017) 0.84  

forcats Wickham (2020) 0.5.0  

MASS Venables, Ripley(2002)  7.3-51.5  

Pandas (McKinney, 2010) 1.0.1  

Numpy (Travis, 2006; Walt, Colbert, & Varoquaux,2011) 1.18.1  

Scikit-learn (Pedregosa, 2011) 0.22.1  
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3.4 Evaluation methods  

In this section, the evaluation methods are presented. Evaluation of the methods has two main 

goals. With evaluation, the effectiveness of an algorithm can be measured. Additionally, 

through evaluation methods, the performance against other algorithms can be compared 

(Junker, Hoch, & Dengel, 1999). 

3.4.1 Accuracy. 

The models created for this project are optimised to gain the highest accuracy. Accuracy is a 

much-used evaluation metric which indicates the performance of the model. Prior studies in 

the area of mood prediction commonly use accuracy for evaluating the models (See 

Background 2.4). Therefore, this study uses accuracy for evaluating the models in such a way 

the performance can be evaluated and benchmarked by other research. Accuracy calculates 

the fraction of correctly predicted samples with the following formula: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠

𝐴𝑙𝑙 𝑠𝑎𝑚𝑝𝑙𝑒𝑠
   (7) 

3.4.2 Balanced accuracy. 

Considering the used datasets consist of imbalanced classes, focusing merely on accuracy can 

be misleading. Therefore, the balanced accuracy is also calculated. With the balanced 

accuracy, the comparison of performance across the different datasets can be improved. 

The metric for balanced accuracy uses the sensitivity of a model plus the specificity of 

the model divided by 2. The formal definition of balanced accuracy is depicted below.  

𝐵𝑎𝑙𝑎𝑛𝑐𝑒𝑑 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦+𝑠𝑝𝑒𝑐𝑖𝑡𝑖𝑓𝑖𝑡𝑦 

2
  (8) 

Next to balanced accuracy, the imbalanced classes the F1 score metric is considered. 

F1 scores give a weighted average of precision and recall. Due to the fact, the outcome of the 

F1-score is relatable to the balanced accuracy it is not taken into account. 
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3.4.3 Baseline. 

For measuring the performance of the models, a baseline is provided. The baseline shows the 

accuracy when the algorithm predicts only the majority class. This baseline is also called the 

zero rule algorithm.  

𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒 =  
𝑀𝑎𝑗𝑜𝑟𝑖𝑡𝑦 𝑐𝑙𝑎𝑠𝑠

𝑀𝑖𝑛𝑜𝑟𝑖𝑡𝑦 𝑐𝑙𝑎𝑠𝑠+𝑀𝑎𝑗𝑜𝑟𝑖𝑡𝑦 𝑐𝑙𝑎𝑠𝑠
   (9) 

 

The algorithms modelled in Python use a different method of data partition than the 

algorithms modelled in R. Therefore, the baseline differences between the used programmes.  
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4. Results 

This section reports the findings of the study divided into three parts. First, the results 

of the exploratory data analysis are described. Thereafter, the performances of the different 

models and algorithms are presented.  

4.1 Results exploratory data analysis 

4.1.1 Distribution of  mental tiredness 

The difference in time and the presence of mental tiredness is presented in figure 6 and 

7. As can be seen in figure 6, the results of the exploratory data analysis show that people tend 

to feel more mentally tired during the week than weekends. Figure 7 shows the distribution of 

mental tiredness by timeframe. It depicts people tend to feel more mentally tired during the 

evening, but less in the night. Both figures show little variance between the different 

timeframes.  

 

Figure 7 Distribution mental tiredness by weekend  

 

  

Figure 6 Distribution mental tiredness by timeframe 



MENTAL TIREDNESS AND SOCIAL MEDIA USAGE 32 

The results depicting the number of total 

notifications show people who tend to feel mentally 

tired, receive more notifications. As may be seen below 

in figure 8, the average received notifications show 

little variance between the perceived mental tiredness 

levels.  

4.1.2 Feature selection 

The results show a positive correlation between the used features in this study, 

indicating a positive relationship. In Appendix B., the statistics of the correlation are given. 

For selecting the used features, multiple feature selection methods are executed. For 

conducting the AIC, a generalised linear model is considered. Multiple coefficient estimates 

showed a significant main effect for mental tiredness, as depicted in table 10 below. The 

results show people who tend to feel more tired, significantly make more use of social 

network sites (P<.001) and specifically Instagram (P<.001). Furthermore, a significant 

relationship is visible in the perceived mental tired levels and the received notifications from 

social network sites (P<.01), the number of used social network applications (P<.01), the time 

spend on Instagram (P< .01) and the total amount of sessions conducted on their phone (P < 

.01). 

 

 

 

 

 

 

 

Table 10 

Significant features. 

  

 Estimate Standard Error P value 

Intercept 0.604669   0.103955   P < 0.001*** 

sns_sessions -0.042461   0.009022  P < 0.001*** 

sns_notifications  0.053839   0.020033   P < 0.01** 

unique_sns 0.146466   0.044595   P < 0.01** 

total_sessions 0.002873   0.001312   P < 0.01** 

insta_time -0.013031   0.004613  P < 0.01** 

insta_sessions 0.077984   0.011521   P < 0.001*** 

Figure 8 Notification and mental tiredness 
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The median statistics of the features, depicted in table 11, show similar results except 

for the increase in the number of sessions. The median statistics show an increase in sessions 

with a positive level of mental tiredness. The number of notifications received from social 

media networks shows no difference between mood levels looking at the median statistics. 

The same goes for the number of unique applications used during the timeframe.  

In general, the results show an increase in frequency and duration with a positive level 

of mental tiredness. 

 

 

 

 

 

 

 

 

 

 

 

4.1.3 Feature importance 

The used feature selection methods pointed different features as the most important 

features.  The results of the Learning Vector Quantization showed insta_sessions to be most 

important, followed by insta_time, sns_notifications, total_notifications, and sc_time. The 

results of the Recursive Feature Elimination qualified total_sessions, insta_sessions, 

insta_time, sc_time, and sns_time as the top 5 variables. The results of RFE show using more 

variables lead to higher accuracy. According to the results of the Akaike Information Criteria, 

Table 11  

Median of the features per mood-level 

 

Variable 0 1 1* 

Total sessions** 47 49.5 53 

Total_time 47.83 49.51 56.74 

Sns_sessions*** 10 11 11 

Sns_time 17.59 16.39 16.67 

Insta_sessions*** 2 3 3 

Insta_time** 1.7 4.02 3.45 

Sc_sessions 0 1 0 

Sc_time 0. 0.25 0 

 Unique_sns** 2 2 2 

Sns_notifications** 0 0 0 

Total_notifications 3 4 4 

*Only mood levels 4 and 5   
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the best AIC statistic is given with the use of the variables sns_sessions, sns_notifications, 

unique_sns, total_sessions, insta_time, and insta_sessions. The results show the features of 

the usage of Instagram are important in the prediction for mental tiredness, followed by 

features concerning sessions and duration in general and on social network sites. The results 

show inconsistent importance of features concerning notifications.  

4.2 Performance of the different algorithms 

Table 12 and 13 show the highest accuracies per model obtained from the different 

algorithms. The models scoring above baseline are depicted in green. The models scoring 

below baseline are depicted in red. On the right side of the tables, the mean performance in 

accuracy across the models is displayed. Below the models, the average performance in 

accuracy across the two given algorithms is depicted.  The results show the lowest 

performance in accuracy across models is achieved by KNN (63%). The highest performance 

in accuracy across models is achieved by Random Forest (74%). The results of Logistic 

Regression (69%) are substantially better than KNN but considerably lower than SVM (73%) 

and Random Forest.  

As depicted above in table 12, KNN and Logistic Regression showed no clear 

improvement than the baseline. KNN scored solely above baseline in its two best performing 

models. Logistic Regression scored only above baseline with the adjusted binary models.  

Table 12 

Performance KNN and LR 

      

Accuracy Full Full.2 Top20s Top20s.2 Top25 Top25.2 Fullday Fullday.2 Mean 

Baseline 0.7165 0.6417 0.7071 0.651 0.7644 0.7194 0.7026 0.6905  

KNN 0.5662 0.5588 0.6143 0.6913 0.6795  0.7347 0.6103 0.5833 0.63 

LR 0.6844 0.6471 0.6571 0.6913 0.7123  0.7398 0.6487 0.7143 0.69 

Mean 0.63 0.60 0.64 0.69 0.70 0.74 0.63 0.65  
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As depicted in table 13 below, the models SVM and Random Forest both showed 

higher classification performance than KNN and Logistic Regression with a respectively 

average accuracy of 73% and 74% across all models. In general, both algorithms scored 

above baseline, with the exception for both on the model Top25.  

Table 13 

Performance SVM And Random Forest 

      

Accuracy Full Full.2 Top20s Top20s.2 Top25 Top25.2 Fullday Fullday.2 Mean 

Baseline 0.7165 0.6417 0.7071 0.651 0.7644 0.7194 0.7026 0.6905  

SVM 0.7214 0.6882 0.726 0.72 0.7295  0.8333 0.7263 0.6978 0.73 

RF 0.7331 0.7147 0.7473 0.7733 0.7239  0.7195 0.7419 0.757 0.74 

Mean 0.73 0.70 0.74 0.75 0.73 0.78 0.73 0.73  

The tables show KNN performs less than the other algorithms. Random Forest shows 

the overall best performance prediction based on accuracy, outperforming the other 

algorithms in most models. Considering the used dataset consists of imbalanced classes, 

focusing merely on accuracy can be misleading. Therefore, the balanced accuracy is also 

calculated. Table 14 shows the balanced accuracy of the best performing model per algorithm. 

In general, the performance based on balanced accuracy is in line with the performance based 

on accuracy.  

 

 

Table 14 

Balanced accuracy by model and algorithm 

  

 KNN Logistic  

Regression 

SVM Random  

Forest 

Mean 

Full 0.5135 0.5645 0.5398 0.5832 0.55 

Full.2 0.5438 0.5833 0.6118 0.6349 0.59 

Top20s 0.5829 0.6075 0.5234 0.5858 0.57 

Top20s.2 0.6737 0.6558 0.7178 0.7613 0.70 

Top25 0.6428 0.6630 0.5 0.5369 0.59 

Top25.2 0.7324 0.6861 0.8311 0.6342 0.72 

Fullday 0.5608 0.5462 0.5908 0.6054 0.58 

Fullday.2 0.5816 0.6827 0.6533 0.6858 0.65 

Mean 0.6039 0.6236 0.621 0.6284 
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The performance of the models lies approximately between 55% and 75% with the 

maximum performance of 83.1% and a minimum performance of 50%. As can be seen above, 

the average balanced accuracy performance across algorithms is the highest for Random 

Forest. The table indicates the different performances of the algorithms based on balanced 

accuracy lie closer than the different performances based on pure accuracy.  

4.3 Performances of the different models 

The results in table 12 and 13 show the majority of the algorithms obtained their best 

performance in model Top25.2. Only Random Forest obtained the highest accuracy in model 

Top20s.2. The results depicted in table 14, show the highest balanced accuracy across models 

is also obtained with the Top25.2. 

 

 

As depicted with bold font in table 15, the highest accuracy obtained  is with model 

Top25.2 reaching an accuracy of 83% using SVM. The second best-accuracy score is 

obtained with model Top20s.2 (77.3%) followed by the model Fullday.2 (75.7%), both using 

the Random Forest algorithm.   

Table 15 

Description used models 

   

Model Best performing algorithm 

(Based on Accuracy) 

Accuracy Balanced Accuracy 

Full Random Forest 0.7331 0.5832 

Full.2 Random Forest 0.7147 0.6349 

Top20s Random Forest 0.7473 0.6075* 

Top20s.2 Random Forest 0.7733 0.7613 

Top25 Support Vector Machines 0.7295 0.6630* 

Top25.2 Support Vector Machines 0.8333 0.8311 

Fullday Random Forest 0.7419 0.6054 

Fullday.2 Random Forest 0.757 0.6858 

*obtained with Logistic Regression algorithm   
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Comparing the results of the adjusted binary models against the regular models, all 

adjusted binary models obtain higher values of balanced accuracy (See Appendix D).  

As shown in table 16, both Fullday models obtain higher performance on balanced 

accuracy than the similar Full models. The only exception holds for the full model conducted 

with Logistic Regression.  

4.4 Performance of the different feature sets 

The results of the performance based on the different feature-sets show varying 

outcomes. In table 17 and 18 below the highest achieves performance based on accuracy is 

highlighted with bold font. Looking at the accuracies acquired from Support Vector Machine,  

most models using SVM achieve slightly higher performance with featureset 2, which 

contains additional categorical features.  

 

Table 16 

Balanced accuracy full and full-day models 

  

 KNN Logistic  

Regression 

SVM Random  

Forest 

Mean 

Full 0.5135 0.5645 0.5398 0.5832 0.55 

Fullday 0.5608 0.5462 0.5908 0.6054 0.58 

Full.2 0.5438 0.5833 0.6118 0.6349 0.59 

Fullday.2 0.5816 0.6827 0.6533 0.6858 0.65 

    

Table 17  

Performance SVM  

     

Accuracy Full Full.2 Top20s Top20s.2 Top25 Top25.2 Fullday Fullday.2 Mean 

Baseline 0.7107 0.6507 0.7331 0.5867 0.7295 0.6954 0.7161 0.6509  

Featureset 1 0.6966 0.6266 0.7117 0.72 0.7158 0.8333 0.7163 0.6978 0.72 

Featureset 2 0.7214 0.6882 0.726 0.68 0.7295 0.7885 0.6803 0.6923 0.71 

Featureset 3 0.7048 0.68 0.7117 0.7133 0.7131 0.75 0.7263 0.6923 0.71 
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Models using Random Forest as depicted in table 18, achieve slightly higher 

performance with featureset 3. Models tried for Logistic Regression, on the other hand, show 

the highest performance with featureset 3 (See appendix D). Models tried for KNN showed 

little favour for featureset 1.  

 

Looking at the average accuracy across models, featureset 1 performs in general better than 

the other feature sets. Nevertheless, the results show no significant improvement with one of 

the feature-sets. 

  

Table 17 

Performance Random Forest 

    

Accuracy Full Full.2 Top20s Top20s.2 Top25 Top25.2 Fullday Fullday.2 Mean 

Baseline 0.7107 0.6507 0.7331 0.5867 0.7295 0.6954 0.7161 0.6509  

Featureset 1 0.7118 0.7147 0.7401 0.7533 0.7131 0.7192 0.7213 0.757 0.73 

Featureset 2 0.7331 0.704 0.7473 0.76 0.7021 0.6995 0.7213 0.7511 0.73 

Featureset 3 0.7249 0.7041 0.744 0.7733 0.7239 0.7195 0.7419 0.7096 0.73 
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5. Discussion 

In this section, the results are evaluated, and the limitations and suggestions for further 

research are given. Before answering the research question, the 4 sub-questions are discussed. 

The goal of this research is answering the question to what extent mental tiredness can be 

predicted among Dutch young adults, based on social media application usage. 

5.1 Model performance 

The results indicate that the model Top25.2 has the highest prediction performance. 

The model showed in average the highest performance across the 4 algorithms. The results 

suggest models based on fewer people but with a certain level of entries gain a higher 

performance based on accuracy. This proposes a more user-generic prediction model will 

work better than general models based on all the users. 

5.2 Feature performance 

The features most relevant in the predicting of mental tiredness are the features 

counting the time and sessions of social network sites, Instagram and the total numbers. A 

similar conclusion was reached by Thomee (2018). It seems likely additional features may 

improve the prediction performance.  

5.3 Mental tiredness and social media behaviour 

The results show a small difference in social media behaviour between the mental 

tired entries and non-mental tired entries. The significant relation between mental tiredness 

and the features indicate people who feel mentally tired, tend to make more use of their phone 

and receive more notifications. This is in line with the literature, which indicates that more 

phone use has a negative influence on mental health (Ohly & Latour, 2014; Woods & Scott, 

2016; Singh, Amri, & Sabbarwal, 2017). The relation between mental tiredness and the 

features become more apparent, looking at the adapted binary classification. Contrary to the 

literature, entries with levels of mental tiredness showed shorter time spend on social network 
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sites than entries without feelings of mental tiredness. Apart from this slight disagreement, the 

results show a confirmation of a relationship between social media usage and mental 

tiredness.  

Looking at the balanced accuracy, the models with the adjusted binary showed better 

performance than the corresponding models with the standard binary. These findings show 

that the level of mental tiredness influences the prediction. Using only the minimum and 

maximum levels of mental tiredness increases the performance of the prediction. This can be 

related to the fact that self-reported mental states are easily biased, and the levels can be 

interpreted differently per person.  

5.4 Influence of time 

Contrary to the expected outcome, the results show little influence of the time 

windows on mental tiredness, though literature shows mobile phone usage at specific 

moments can take significant effects on mental tiredness (Åkerstedt et al., 2004;Woods & 

Scott, 2016; Levenson, Shensa, Sidani, Colditz, & Primack, 2016, 2017). Due to the small 

amount of data for the night and late-night usage, little can be said about these time windows. 

The results show that people tend to feel more tired during the week compared to the 

weekend. In general, adding the categorical feature of weekends and time-windows did not 

increase the performance of models.  

The performance of models predicting the mood based on 24 hours of data showed 

higher performance than the full model with time windows of 4 hours. This suggests 

prediction based on averaging the moods of one day, decreases bias and make the prediction 

easier. These results need to be interpreted with caution, as time windows can be helpful in 

more user-specific models discovering diurnal patterns for each person.  
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5.5 Influence of notifications 

Receiving notifications show little influence on mental tiredness. On average, the 

increase in notifications shows an increase in mental tiredness. Moreover, the models in 

which excluded notification features predicted generally not below the models that included 

notification features. 

5.6 Predicting mental tiredness  

Predicting mental tiredness on social media usage is, to a certain extent, predictable 

based on social media usage. Though different measures are needed, and specific subsets have 

to be made. An important implication of these findings is that we cannot rule out that mental 

tiredness may have influenced social media usage itself. This is in line with previous results 

(Lin et al.,2016) which suggest mental-wellbeing and social media usage work in a vicious 

cycle. However, the results indicate a relation between social media usage and mental 

tiredness. These results are consistence with other studies which have shown a relationship 

between social media usage and the negative influence on physical and mental well-being 

(Ohly & Latour, 2014; Woods & Scott, 2016; Singh, Amri, & Sabbarwal, 2017).  In 

conclusion, the results suggest reducing smartphone and social media usage will break the 

cycle and have positive effects on the mental tiredness levels. 

5.7 Drawbacks and suggestions on further research 

The findings of this study have to be seen in light of some limitations. Before using 

the data of the dataset, a significant amount of data was omitted. In future research, it is 

recommended to look if it is possible to retain or collect more valuable data. 

Furthermore, the findings may not be representative to all Dutch young adults as the data 

collection was held between university students with a social science background in exchange 

for course credit. Future work should target more variance in educational background, and 

preferably take other sociodemographic statistics into account.  
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The mental tiredness variable is gathered via a 6-point Likert Scale survey. The 

answers to the survey can be subject to social desirability bias. Future studies on the current 

topic are therefore advised implementing physiological measures which are not subject to 

social desirability bias. Moreover, the validity of the mood-surveys can be enhanced by 

increasing the number of questions depicted for one mood and implementing a measuring of 

the general mood.   
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6. Conclusion  

In this study, the main goal was developing a model for predicting mental tiredness 

among Young Dutch adults using their social media usage. This study presented multiple 

methods for predicting mental tiredness. Though most methods produced models that scored 

around or under the baseline, the models using random forest and support vector machines 

showed promising predictions. From the research that has been carried out, it is possible to 

conclude that a relationship occurs between mental tiredness and social media usage. The 

results suggest lowering social media usage, will improve the levels of mental tiredness. Our 

methods could be applied for further research, although future work will take into account 

predicting mental tiredness solely on social media usage is not enough. This study shows that 

different features also need to be taken into account. For predicting, a model containing a 

higher minimum threshold of entries per participant is beneficial for the prediction. With 

more data per person, the patterns become more visible. 

      This study shows that the prediction of mental tiredness based on the currently used data 

is challenging. In future research, adding additional meaningful features, such as 

sociodemographic features and physiological measures, will potentially improve the 

performance of the classification. This study confirms a significant relationship between 

mental tiredness and social media usage and gives an insight on the effects of smartphones 

and social media usage. Further work needs to be performed to establish the exact causal 

relationship between social media and mental tiredness. 
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Appendix A: Background 

Appendix A1: Social media usage by relevant age-group 

Newcom (2020) 

 

 

  

Table A1  

Social media usage by relevant age-group 

  

Age 15-19  20-39 

Media % Total use Daily use  Total use Daily use 

Facebook 51% 26%  82% 57% 

YouTube 90% 53%  79% 29% 

Instagram 82% 60%  57% 41% 

Snapchat 72% 52%  35% 21% 

Twitter 21% 9%  26% 10% 

LinkedIn 9% 1%  47% 7% 

Pinterest  21% 4%  32% 6% 

TikTok 17% 6%  9% 4% 
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Appendix B: Exploratory Data Analysis 

Appendix B1: Correlation matrix mood 

Table B1  

Correlation matrix mood 

 

 

        

 anxious bored gloomy calm stressed content cheerful tired energetic upset envious inferior 

anxious 1            

bored 0.314 1           

gloomy 0.638 0.355 1          

calm -0.419 -0.113 -0.391 1         

stressed 0.595 0.243 0.550 -0.410 1        

content -0.333 -0.186 -0.385 0.554 -0.323 1       

cheerful -0.330 -0.203 -0.397 0.513 -0.321 0.679 1      

tired 0.457 0.331 0.555 -0.327 0.554 -0.321 -0.383 1     

energetic -0.233 -0.198 -0.330 0.431 -0.247 0.544 0.695 -0.416 1    

upset 0.585 0.288 0.621 -0.351 0.522 -0.302 -0.303 0.456 -0.215 1   

envious 0.421 0.337 0.414 -0.181 0.342 -0.154 -0.129 0.294 -0.078 0.443 1  

inferior 0.457 0.275 0.548 -0.285 0.420 -0.264 -0.273 0.414 -0.223 0.491 0.549 1 

Appendix B2: Correlation matrix important features 

Table B2  

Correlation matrix important features 

       

 total_ 

sessions 

total_ 

time 

sns_ 

sessions 

sns_ 

time 

insta_ 

sessions 

insta_time sc_ 

sessions 

sc_ 

time 

unique_ 

sns 

sns_ 

notifications 

total_ 

notifications 

total_sessions 1           

total_time 0.4685 1          

sns_sessions 0.6847 0.4434 1         

sns_time 0.232 0.733 0.4966 1        

insta_sessions 0.4975 0.2521 0.7044 0.2525 1       

insta_time 0.2305 0.3357 0.433 0.4047 0.6821 1      

sc_sessions 0.4295 0.1077 0.6071 0.1201 0.2118 0.0963 1     

sc_time 0.2916 0.1404 0.4352 0.1694 0.1487 0.1007 0.7427 1    

unique_sns 0.2692 0.2355 0.4839 0.3007 0.3426 0.2557 0.2766 0.2488 1   

sns_notifications 0.1999 0.0919 0.3774 0.086 0.2077 0.1358 0.5248 0.4014 0.2709 1  

total_notifications 0.3915 0.1546 0.3731 0.061 0.2569 0.1379 0.3396 0.2335 0.2619 0.6897 1 
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Appendix C Parameter optimising 

Appendix C1: Results Random Forest parameter optimising 

Table C1  

Results Random Forest parameter optimising 

Model  Featureset 1 Featureset 2 Featureset 3 

1 Gini 

min_samples_split = 5  

n_estimators = 100 

Gini 

min_samples_split = 2  

n_estimators = 200 

Gini 

min_samples_split = 2  

n_estimators = 200 

 

1a Entropy 

min_samples_split = 5  

n_estimators = 200 

Gini  

min_samples_split = 5  

n_estimators = 200 

Entropy  

min_samples_split = 5  

n_estimators = 50 

 

2 Gini 

min_samples_split =10  

n_estimators = 100 

Gini 

min_samples_split =5  

n_estimators = 200 

Entropy 

min_samples_split = 10 

n_estimators = 100 

 

2a  Entropy 

min_samples_split = 10 

n_estimators = 200 

Gini 

min_samples_split = 5 

n_estimators = 200 

Entropy 

min_samples_split = 10 

n_estimators = 200 

 

3 Entropy 

min_samples_split = 20 

n_estimators = 200 

 Entropy 

min_samples_split = 10 

n_estimators = 50 

Gini 

min_samples_split = 20 

n_estimators = 50 

 

3a Entropy 

min_samples_split = 2 

n_estimators = 100 

 Entropy 

min_samples_split = 2 

n_estimators = 200 

Entropy 

min_samples_split = 2 

n_estimators = 200 

 

4 Gini 

min_samples_split = 5 

n_estimators = 50 

 Gini 

min_samples_split = 2 

n_estimators = 200 

Entropy 

min_samples_split = 2 

n_estimators = 200 

 

4a Entropy 

min_samples_split = 2 

n_estimators = 200 

 Entropy 

min_samples_split = 5 

n_estimators = 200 

Gini 

min_samples_split = 2 

n_estimators = 100 
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Appendix C2: Results SVM parameter optimising 

Table C2  

Results SVM parameter optimising 

Model  Featureset 1 Featureset 2 Featureset 3 

1 Radial Basis Function 

C = 10 

Gamma = 0.1 

Radial Basis Function 

C = 1 

Gamma = 0.1 

Radial Basis Function 

C = 10 

Gamma = 0.1 

1a Radial Basis Function 

C = 100 

Gamma = 0.1 

Radial Basis Function 

C = 100 

Gamma = 0.01 

Radial Basis Function 

C = 10 

Gamma = 0.1 

2 Radial Basis Function 

C = 10 

Gamma = 1 

Radial Basis Function 

C = 10 

Gamma = 0.01 

Radial Basis Function 

C = 1 

Gamma = 1 

2a Radial Basis Function 

C = 10 

Gamma = 0.1 

Radial Basis Function 

C = 10 

Gamma = 0.01 

Radial Basis Function 

C = 10 

Gamma = 0.1 

3 Radial Basis Function 

C = 1 

Gamma = 0.1 

Radial Basis Function 

C = 0.1 

Gamma = 1 

Radial Basis Function 

C = 1 

Gamma = 1 

3a Radial Basis Function 

C = 10 

Gamma = 0.1 

Radial Basis Function 

C = 1 

Gamma = 0.1 

Radial Basis Function 

C = 10 

Gamma = 0.1 

4 Radial Basis Function 

C = 1 

Gamma = 1 

Radial Basis Function 

C = 10 

Gamma = 0.1 

Radial Basis Function 

C = 10 

Gamma = 0.1 

4a Radial Basis Function 

C = 100 

Gamma = 0.1 

Radial Basis Function 

C = 1 

Gamma = 1 

Radial Basis Function 

C = 10 

Gamma = 1 
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Appendix D Results Algorithms per Model 

Appendix D1: Results algorithms model Full 

Model 1: Full dataset, binary mood 

1) Basic feature set 

2) With categorical feature(s): timeframe + weekend 

3) Without notification features 

 

Table D1 

Distribution output variable 

  

Variable Full Train  

Not tired 1,200 960  

Tired 3,032 2,426  

Total 4,232 3,386  

 

Table D2 

K Nearest Neighbour model 1 

 

 Accuracy  Balanced accuracy 

1 0.5366   0.4841 

2 0.5638  0.5005 

3 0.5662  0.5135 

Baseline 0.7165    
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Table D3 

Logistic Regression model 1 

 

 Accuracy Balanced accuracy 

1 0.6631 0.5421 

2 0.6584 0.5414 

3 0.6844 0.5645 

Baseline 0.7165   

Table D4 

Support Vector Machines model 1 

 

 Accuracy Balanced accuracy 

1 0.6966 0.5398 

2 0.7214 0.5281 

3 0.7048 0.5393 

Baseline 0.7107  

Table D5 

Random Forest model 1 

 Accuracy Balanced accuracy 

1 0.7118 0.5622 

2 0.7331 0.5832 

3 0.7249 0.5775 

Baseline 0.7107  
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Appendix D2: Results algorithms model Full.2 

Model 1a: Full dataset with adjusted binary 

1) Basic feature set 

2) With categorical feature(s): timeframe + weekend 

3) Without notification features 

Table D6 

Distribution output variable 

 

Variable Full Train 

Not tired 1,200 960 

Tired 673 539 

Total 1,873 1,499 

   

 

Table D7 

K Nearest Neighbour model 1a 

 Accuracy Balanced Accuracy 

1 0.5561 0.5438 

2 0.5508 0.5313 

3 0.5588 0.5392 

Baseline 0.6417  
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Table D8 

Logistic Regression model 1a 

 Accuracy Balanced Accuracy 

1  0.639 0.5688 

2  0.6471 0.5833 

3 0.623 0.5480 

Baseline 0.6417  

 

Table D9 

Support Vector Machines model 1a 

 

 Accuracy Balanced accuracy 

1  0.6266 0.5735 

2 0.6882 0.6118 

3 0.68 0.6097 

Baseline 0.6507  

 

Table D10 

Random Forest model 1a 

 Accuracy Balanced accuracy 

1 0.7147 0.6349 

2 0.704 0.6138 

3 0.7041 0.6261 

Baseline 0.6507  
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Appendix D3: Results algorithms Top20s 

Model 2: top 20 social media 

1) Basic feature set 

2) With categorical feature(s): timeframe + weekend 

3) Without notification features 

Table D11 

Distribution output variable 

 

Variable Full Train 

Not tired 413 331 

Tired 990 792 

Total 1,403 1,123 

   

Table D12 

K Nearest Neighbour model 2 

 

 Accuracy Balanced Accuracy 

1 0.6143 0.5665 

2 0.6071 0.5829 

3 0.5893 0.5417 

Baseline 0.7071  

 

  



MENTAL TIREDNESS AND SOCIAL MEDIA USAGE 61 

Table D13 

Logistic Regression model 2 

 Accuracy Balanced Accuracy 

1 0.625 0.5848 

2 0.6286 0.5909 

3 0.6571 0.6075 

Baseline 0.7071  

 

Table D14 

Support Vector Machine model 2 

 Accuracy Balanced Accuracy 

1 0.7117 0.5234 

2 0.726 0.5133 

3 0.7117 0.4856 

Baseline 0.7331  

 

Table D15 

Random Forest model 2 

 Accuracy Balanced Accuracy 

1 0.7401 0.5763 

2 0.7473 0.5858 

3 0.744 0.5789 

Baseline 0.7331  
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Appendix D4: Results algorithms Top20s.2 

Model 2a: top 20 social media with adjusted binary 

1) Basic feature set 

2) With categorical feature(s): timeframe + weekend 

3) Without notification features 

Table D16 

Distribution output variable 

 

Variable Full Train 

Not tired 486 389 

Tired 264 212 

Total 750 601 

   

Table D17 

K Nearest Neighbour model 2a 

 

 Accuracy Balanced Accuracy 

1 0.6913 0.6737 

2 0.651 0.6204 

3 0.6242 0.5998 

Baseline 0.651  
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Table D18 

Logistic Regression model 2a 

 Accuracy Balanced Accuracy 

1 0.6913 0.6558 

2 0.6779 0.6455 

3 0.6644 0.6263 

Baseline 0.651   

 

Table D19 

Support Vector Machine model 2a 

 

 Accuracy Balanced Accuracy 

1 0.72 0.7178 

2 0.68 0.6751 

3 0.7133 0.7106 

Baseline 0.5867  

 

Table D20 

Random Forest model 2a 

 

 Accuracy Balanced Accuracy 

1 0.7533 0.7419 

2 0.76 0.7462 

3 0.7733 0.7613 

Baseline 0.5867  
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Appendix D5: Results algorithms model Top25 

Model 3: top 25 entries 

1) Basic feature set 

2) With categorical feature(s): timeframe + weekend 

3) Without notification features 

Table D21 

Distribution output variable 

 

Variable Full Train 

Not tired 431 345 

Tired 1,398 1,119 

Total 1,829 1,464 

   

Table D22 

K Nearest Neighbour model 3 

 

 Accuracy Balanced Accuracy 

1 0.6575 0.6151 

2 0.6795 0.6375 

3 0.663 0.6428 

Baseline 0.7644  
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Table D23 

Logistic Regression model 3 

 Accuracy Balanced Accuracy 

1 0.7041 0.6536 

2 0.7096 0.6451 

3 0.7123 0.6630 

Baseline 0.7644   

 

Table D24 

Support Vector Machine model 3 

 

 Accuracy Balanced Accuracy 

1 0.7158 0.5 

2 0.7295 0.5 

3 0.7131 0.4919 

Baseline 0.7295  

Table D25 

Random Forest model 3 

 

 Accuracy Balanced Accuracy 

1 0.7131 0.5139 

2 0.7021 0.5095 

3 0.7239 0.5369 

Baseline 0.7295  
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Appendix D6: Results algorithms model Top25.2 

Model 3a: Model top 25 entries with adjusted binary 

1) Basic feature set 

2) With categorical feature: weekend 

3) Without notification features 

Table D26 

Distribution output variable 

Variable Full Train 

Not tired 708 567 

Tired 275 220 

Total 983 787 

   

Table D27 

K Nearest Neighbour model 3a 

 Accuracy Balanced Accuracy 

1 0.7347 0.7324 

2 0.7041 0.6890 

3 0.7296 0.6790 

Baseline 0.7194  
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Table D28 

Logistic Regression model 3a 

 Accuracy Balanced Accuracy 

1 0.6888 0.6562 

2 0.6837 0.6471 

3 0.7398 0.6861 

Baseline 0.7194  

 

Table D29 

Support Vector Machine model 3a 

 Accuracy Balanced Accuracy 

1 0.8333 0.8311 

2 0.7885 0.7869 

3 0.75 0.7464 

Baseline 0.6954  

 

Table D30 

Random Forest model 3a 

  

 Accuracy Balanced Accuracy 

1 0.7192 0.6342 

2 0.6995 0.5361 

3 0.7195 0.6297 

Baseline 0.6954  
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Appendix D7: Results algorithms model Fullday 

Model 4: Full days 

1) Basic feature set 

2) With categorical feature(s): weekend 

3) Without notification features 

Table D31 

Distribution output variable 

 

Variable Full Train 

Not tired 582 466 

Tired 1,370 1,096 

Total 1,952 1,562 

   

Table D32 

K Nearest Neighbour model 4 

 

 Accuracy Balanced Accuracy 

1 0.6103 0.5608 

2 0.6077 0.5493 

3 0.6103 0.5412 

Baseline 0.7026  
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Table D33 

Logistic Regression model 4 

 

 Accuracy Balanced accuracy 

1 0.6487 0.5462 

2 0.6359 0.5420 

3 0.6487 0.5437 

Baseline 0.7026  

 

Table D34 

Support Vector Machine model 4 

 

 Accuracy Balanced accuracy 

1 0.7163 0.5248 

2 0.6803 0.5346 

3 0.7263 0.5908 

Baseline 0.7161  

 

Table D35 

Random Forest model 4 

  

 Accuracy Balanced accuracy  

1 0.7213 0.5773 

2 0.7213 0.5746 

3 0.7419 0.6054 

Baseline 0.7161  
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Appendix D8: Results algorithms model Fullday.2 

Model 4a: Full day model with adjusted binary 

1) Basic feature set 

2) With categorical feature: weekend 

3) Without notification features 

Table D36 

Distribution output variable 

 

Variable Full Train 

Not tired 582 466 

Tired 262 210 

Total 834 676 

   

Table D37 

K Nearest Neighbour model 4a 

 

 Accuracy Balanced Accuracy 

1 0.5833 0.5710 

2 0.5833 0.5816 

3 0.5714 0.5517 

Baseline 0.6905  
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Table D38 

Logistic Regression model 4a 

  

 Accuracy Balanced Accuracy 

1 0.7143 0.6817 

2 0.7083 0.6827 

3 0.6964 0.6582 

Baseline 0.6905  

 

Table D39 

Support Vector Machine model 4a 

 

 SVM Balanced accuracy 

1 0.6978 0.6533 

2 0.6923 0.5659 

3 0.6923 0.6223 

Baseline 0.6509  

 

Table D40 

Random Forest model 4a 

  

 Random Forest Balanced accuracy 

1 0.757 0.6858 

2 0.7511 0.6812 

3 0.7096 0.6305 

Baseline 0.6509  
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Appendix D9: Performance adjusted binary versus regular binary 

Table 41 

Full models 

 

Balanced Accuracy KNN LR SVM RF 

Full 0.5135 0.5645 0.5398 0.5832 

Full.2 0.5438 0.5833 0.6118 0.6349 

 

Table 42 

Top 20 social media users 

 

Balanced Accuracy KNN LR SVM RF 

Top20s 0.5829 0.6075 0.5234 0.5858 

Top20s.2 0.6737 0.6558 0.7178 0.7613 

 

Table 43 

Top 25 most entries 

 

Balanced Accuracy KNN LR SVM RF 

Top25 0.6428 0.6630 0.5 0.5369 

Top25.2 0.7324 0.6861 0.8311 0.6342 

 

Table 44 

Full day models (24-hour) 

 

Balanced Accuracy KNN LR SVM RF 

Fullday 0.5608 0.5462 0.5908 0.6054 

Fullday.2 0.5816 0.6827 0.6533 0.6858 
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Appendix D10: Performance feature sets with KNN and Logistic Regression 

 

  

Table D45 

Performance KNN by accuracy 

     

Accuracy Full Full.2 Top20s Top20s.2 Top25 Top25.2 Fullday Fullday.2 Mean 

Baseline 0.7165 0.6417 0.7071 0.651 0.7644 0.7194 0.7026 0.6905  

Featureset 1 0.5366  0.5561 0.6143 0.6913 0.6575 0.7347 0.6103 0.5833 0.63 

Featureset 2 0.5638 0.5508 0.6071 0.651 0.6795 0.7041 0.6077 0.5833 0.62 

Featureset 3 0.5662 0.5588 0.5893 0.6242 0.663 0.7296 0.6103 0.5714 0.62 

 

Table D46 

Performance Logistic Regression by accuracy 

     

Accuracy Full Full.2 Top20s Top20s.2 Top25 Top25.2 Fullday Fullday.2 Mean 

Baseline 0.7165 0.6417 0.7071 0.651 0.7644 0.7194 0.7026 0.6905  

Featureset 1 0.6631 0.639 0.625 0.6913 0.7041 0.6888 0.6487 0.7143 0.67 

Featureset 2 0.6584 0.6471 0.6286 0.6779 0.7096 0.6837 0.6359 0.7083 0.65 

Featureset 3 0.6844 0.623 0.6571 0.6644 0.7123 0.7398 0.6487 0.6964 0.66 
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Appendix E: Code 

Code can be found on https://github.com/xCarien/ThesisMentalTiredness 

https://github.com/xCarien/ThesisMentalTiredness

