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Abstract

People seem to use their smartphone more intensively every year. Ex-
cessive use of smartphones influences people’s mood, mental health, and
well-being in a negative way. This excessive use is becoming a big problem
as people are experiencing difficulties because of this in daily life. Previous
research has studied the relationship between mood and smartphone use by
analyzing one or a few negative emotions. This present research uses a rep-
resentational similarity analysis, a multivariate analysis method, to study
this relationship with a broader range of moods and smartphone behavior
features. The results of this research show weak correlations between simi-
larity in smartphone use and similarity in mood in general with this analysis
method and data. Furthermore, a small difference is found between positive
and negative moods for smartphone behavior. Also, this study shows that
the duration of smartphone use and the frequency of smartphone use are
both useful measures to explain smartphone use. The results suggest that
this present research might not provide enough information to state that
there is a strong relationship between smartphone use and mood using RSA
and this type of data.

Keywords: smartphone usage, mood, representational similarity anal-
ysis
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1 Introduction

Nowadays, people spend much time on their phones, especially since
smartphones are so intertwined with people’s daily activities. The amount
of time people spend on average on their smartphone is rising every year
(SIDN, . Several studies show that smartphone behavior influences
people’s moods in different ways (Elhai et al., 2016} LiKamWa et al.,[2013).
This influence has a significant downside since anxiety, stress, and depres-
sion are examples of typical mental health stages connected to excessive

smartphone use (Shapka, 2019)).

Another downside of the rising number of smartphone use is that many
people are distracted by their smartphone when working or studying (Gra-
icova et al.,|2019; Zarandona et al., 2019). This distraction has an impact on
the work and study performance of people. When people feel stressed over
a more extended period, their life expectancy can be shortened
. All these downsides can impact the mental health and pro-
ductivity at work of people, especially when these problems persist for a
longer time (Zenonos et al., 2016). The problem of people not being able
to function optimally due to excessive smartphone use affects the perfor-
mance of companies and other institutions that run on human resources.
Therefore, this problem is not only a problem of society but also a prob-
lem in the business world. The well-being of people and the influence on
companies has been studied in a wide range before (Bassi et al., [2013} Dar]
et al.| |2011} [Lee et al.l 2014). These studies shows how high the impor-
tance of people’s mood and well-being is for society and the productivity
of businesses.

Because of the importance of this public health challenge, much research
is done in this field. Studies have focused on the relationship between
smartphone use and one specific negative emotion (Arnavut & Nuri, [2018;
[Demirci et al., [2015} [Van Deursen et al., [2015; [Wolniewicz et al.l [2020).
However, it is not clear if this relationship also exists for a broader range
of moods. To be able to do a more extensive study that looks at the rela-
tionship between smartphone use and several moods at the same time, an
analysis method that can handle many features at the same time is needed.
A multivariate study like Representational Similarity Analysis (RSA) is
an analysis method that can use many features and can compare across
multiple dimensions (Popal et al., 2019). This present research focuses on
analyzing this relationship between mood and smartphone use with an-
other analysis method than what is done before to include more features.
This is to see if the relationship that is stated in the literature still exists
when taking into account all these different features and by using RSA.

1.1 Research questions

To investigate if it is possible to study this relationship with the represen-
tational similarity analysis method, the research question of this thesis is



as follows:

To what extent can representational similarity analysis be used to identify

similarities across mood and the intensity of smartphone application use?

For this study, research involving smartphone use behavior and the cor-
responding moods of people are used. With the use of this dataset, the
following sub-questions contribute to answering the main research ques-
tion:

1. Which mood measure is most similar to smartphone use?

All the similarities of different mood measures individually are compared
to the similarity of smartphone use. This comparison is made to show
which mood measurement shows the strongest similarity with smartphone
use.

2. How dissimilar are positive and negative moods for duration

and frequency smartphone use?

The theory in literature states that negative moods are more strongly con-
nected to the increase of duration and frequency smartphone use (Arnavut
& Nuri), 2018} [Demirci et al.| 2015} [Van Deursen et al., 2015} [Elhai et al.|
2017, [Extremera et al., [2019). For this question, similarity in negative
and positive mood measures are compared individually to the similarity
in duration and frequency of smartphone use. These comparisons test the
difference in the similarity between positive and negative moods for an
increased similarity in duration and frequency smartphone use.

8. How similar are duration and frequency smartphone use for mood?

Duration and frequency smartphone use are both defined as predictors to
predict smartphone addiction (Haug et al., 2015 Lin et al.| [2015]). There-
fore this question tests the similarity between duration smartphone use
and frequency smartphone use for every mood measure. This, in turn,
could show if similarity in duration smartphone use or frequency smart-
phone use are different and so their performance to predict smartphone
addiction as literature states (Arnavut & Nuri, 2018} Bae, 2017} Lee et al.,
2014} Lin et al., [2015). But also if similarity in these two measurements
are different for similarity in different kind of moods.

4. Is smartphone use more similar to itself than to any mood measure?

For this question, similarity in duration and frequency smartphone use,
two different smartphone use measurements, are compared to each other.
This sub-question checks for the use of the methodology and data in this
study as this has never been done before.

The first three sub-questions test for the features stated in literature as
characteristics of the relationship between smartphone use and mood. By
answering these questions, it could provide insight into the usefulness of
using RSA to study this relationship. If this study can also confirm the



use of the features, that are stated in the literature, to explain this rela-
tionship, RSA could be defined as a useful analysis method. This eventual
confirmation supports the possibility of using RSA for a broader spectrum
of studies than what is done before. The last sub-question is a method-
ological question. This sub-question is included to do a methodological
check as it is straightforward that smartphone use is more similar to itself
than to another mood measure.

1.2 Findings

The research shows that there is a small difference in similarity between
positive and negative moods for the intensity of smartphone use. More
similarity in excessive use of smartphones shows a positive correlation with
similarity in negative moods, and the correlation with similarity in positive
moods leans towards a negative correlation. Both frequency and duration
are useful measurements to explain smartphone use. Also, the frequency
and duration of smartphone use are strongly correlated, which means that
as similarity in one increases, the similarity in the other increases. Overall,
the correlations are not strong and do not direct convincingly towards a
direction. This result suggests that RSA could not be used to identify
similarities across mood and smartphone use.

1.3 Outline

First, the related work describes the underlying relationship for this study
and highlights relevant literature in section Next, in section the
analysis method that is used is explained broadly with literature and
method examples. The next section shares the specifics of the data that
is used in and describes all the cleaning steps, preprocessing steps and
implementation of the analysis method in and Afterward, the
results of the analysis are presented in [4 and discussed with the use of
literature, limitations, and suggestions for further research in |5} In the
end, in section [6] the research questions are answered, and a conclusion
for this research is given.



2 Related Work

This section describes the relationship between smartphone use and mood
further with literature and previous research in section Following, a
description of the literature that is relevant to another analysis method to
study the relationship between smartphone use and mood in

2.1 Smartphone usage and mood

This section covers the literature background of the relationship between
smartphone use and mood and is divided into four sections. The first sec-
tion describes the literature that shows the impact of rising smart-
phone use. Next, section covers the development of smartphone ad-
diction and the consequences of that. In the problems for mental
health are covered and shows the addition of this present research.

2.1.1 The impact of rising smartphone use

According to a study of [SIDN (2019), Dutch people spent, on average,
61 hours per month on their smartphones. This number means that, on
average, Dutch people spent more than two hours per day on their smart-
phones. Two years before, in 2016, it was only 40 hours per month (SIDN/|
2019). People seem aware of their increasing smartphone use. This aware-
ness is evident from the study of the Pew Research Center. This study
shows that in general, 54% of the teens who participated in the study
felt like they spent too much time on their smartphone. Besides, also 36%
of their parents admitted doing this too much (Gracovd et al., |2019).
Besides, 15% of these parents stated that their phone was a real distrac-
tion when they tried to focus on work (Gracova et al., [2019). Also, a
study of Zarandona et al.| (2019)), shows 23.3% of the students admitted
their smartphone was a distraction during lectures and used it at least
once during that lecture for personal ends. These numbers tell that us-
ing smartphones intensively impacts people’s daily lives and their work
and study performance. The problem of people not being able to function
optimally because of rising smartphone use has, in turn, an effect on the
performance of companies and other institutions that run on human re-
sources. Therefore, this problem is not only a problem of society but also
a problem in the business world.

2.1.2 Smartphone addiction

Spending much time on a smartphone does not only have an impact on
the performance of people in their daily lives. Rising usage frequency and
usage duration of smartphones are connected to smartphone addiction
(Arnavut & Nuri, 2018; Bae, 2017} |[Lee et al.| [2014; |Lin et al., [2015)). Ex-
cessive frequency and excessive time used both showed a strong association
with smartphone addiction (Haug et al.,2015; [Lin et al.| 2015)). However,
different studies showed different outcomes of which measurement, fre-
quency, or duration, is more strongly connected to smartphone addiction.



In the studies of [Lee et al.|(2014)) and |Lin et al. (2015)), frequency predicted
smartphone addiction better. But according to [Fischer-Grote et al.[ (2019)
and Haug et al. (2015), the time used on smartphones is a better indica-
tor for smartphone addiction. This statement implies that frequency and
duration are both useful measures for smartphone addiction. A different
way of measuring frequency and duration shows different outcomes for a
strong association with smartphone addiction.

There are several characteristics that people struggle with when they are
addicted to using smartphones. Griffiths’ component model of addiction
measures seven core components that define a behavioral addiction
. When all these seven symptoms, salience, mood modification,
tolerance, withdrawal, conflict, problems, and relapse can be detected in
the behavior, one can speak of addiction according to|Griffiths (2005). One
of the most prominent symptoms of addiction is mood modification (Lee et
. Long-lasting mood modifications could lead to lasting adverse
mental health outcomes. Besides, young people have the highest risk of ex-
periencing these negative mental health outcomes (Shapka, . These
mood modifications and negative mental health outcomes could express
sleep disruption, moods like anxiety, stress, depression, loneliness, or even
self-harm or suicide tendencies (Shapka, . Also, 56% of the teens who
participated in a study of|Gracova et al. (2019) say that when they did not
have their smartphone within reach, they felt lonely, upset, or anxious. In
summary, excessive smartphone use is a critical public health challenge
and connected to negative moods and mental health issues (Elhai et al.,

2016).

2.1.3 Mental health problems from smartphone use

Previous research has reported several dimensions of how excessive phone
usage affects the long emotional state, also known as mood. These studies
focused on the relationship between problematic smartphone use, smart-
phone addiction and specifically anxiety (Arnavut & Nuri, 2018; Demirci
et al., [2015), depression (Demirci et al., 2015; Wolniewicz et al., [2020) or
general stress (Van Deursen et al., 2015). These studies showed how ex-
cessive smartphone use and smartphone addiction was strongly connected
to these negative mental health outcomes. The method that was used to
conduct these studies was divergent. For example, |Arnavut & Nuri| (2018)
used multiple regression analysis with data from surveys and self-estimated
smartphone behavior. [Demirci et al.| (2015]) used linear regression analysis
to explore the association between phone use and depression and anxi-
ety. Other studies that used phone use data developed smartphone appli-
cations that enhanced public mental health (Bakker et al., 2018} 2016).
Others identified mood from smartphone usage (LiKamWa et al.| [2013)) or
tried to predict emotional state based on smartphone data (Fukazawa et
2019). This last study of [Fukazawa et al. (2019) used a classification
task to predict anxiety changes by using smartphone log data. Considering
all the above, the research methods and input data of studies investigat-
ing the relationship between smartphone use and mood were different and




extensive. However, these studies did not include a wide range of features
for mood or smartphone behavior.

This connection between smartphone use and mental health also works the
other way around according to other studies. Individuals were inclined to
start using smartphones excessively to manage negative feelings or moods
(Elhai et al.. 2017, 2018} [Extremera et al.) 2019). This behavior showed
that these people, mostly adolescents, wanted to avoid coping with these
negative emotions and were looking for a distraction. They found this dis-
traction by using their smartphone (Hoffner & Lee, |2015)). This informa-
tion states that not only smartphone usage has an influence on mood and
influences people’s emotional state negatively. However,it also states that
negative emotions, like stress or depression, make people use smartphones
more to handle that emotional state. All these studies showed that this
relationship exists for both ways. Besides, all these studies showed how
the relationship worked for smartphone use and negative moods in gen-
eral. However, these studies were based on only one or a few (negative)
moods to support the relationship between smartphone use and mood.

2.1.4 The connection with this present research

There seems to be a strong connection between smartphone behavior and
emotional state. However, only a few moods were already highlighted, so
it is interesting to analyze this brain-behavior relationship with a wider
variety of several moods that people experience during the day. So the
present research aims at analyzing a dataset that includes a broader range
of different emotional states. Also, this study analyzes smartphone behav-
ior patterns for multiple smartphone applications that are gathered via
smartphone log data. To be able to handle this large number of features,
a multivariate analysis method is used. A multivariate analysis method
can find the relationship or pattern between several variables together
(Hair et al., [1998). As a result, this analysis method can predict how
the change in one variable affects the change in other variables. Repre-
sentational similarity analysis is a multivariate method that can analyze
across multiple dimensions and include a large number of features (Popal
et al., |2019)). This analysis method, frequently used in neuroscience, has
never been used before to analyze the brain-behavior relationship between
smartphone use and mood. Therefore it is exciting and beneficial to ana-
lyze this relationship with RSA.

2.2 Representational Similarity Analysis

Representational similarity analysis is a multivariate analysis method that
has been used to analyze parts of patterns of brain-activity measurement,
computational modeling, and behavioral measurement (Dimsdale-Zucker
& Ranganath| |2018)). Most studies that used the RSA analysis method
before had brain activity data patterns (fMRI) as input for the study
(Anderson et al.| 2016; (Tucciarelli et al., |2019). However, this analysis
method is not exclusive for fMRI data [Popal et al. (2019)) and can also
be used to analyze behavioral measurements connected to the brain. This



is the case with the connection between smartphone usage and people’s
mood. So, it is an opportunity to use this analysis method for this present
research.

In previous studies, RSA was mostly used for studies within neuroscience
(Kriegeskorte et al., 2008} Nili et al., [2014). With this method, it is pos-
sible to compare two groups of stimuli and see how representations differ
between groups by creating a contrast that takes the average response of
stimuli within a group (Popal et al., [2019). RSA can be used to look at
higher-order representational space, compare across multiple dimensions,
or test several models of cognition (Kriegeskorte et al., [2008). Another
unique benefit of RSA is that comparison can be made between different
data sources (Popal et al., [2019), which means comparing behavioral data
to neural response data. Besides, RSA uses distance measures to identify
the representational space and can define all features of the domains in-
stead of a subset of features like with other multivariate methods (Popal
et al., |[2019).

The focus of previous studies that analyzed brain-behavior relationships
by using the RSA analysis method is divergent. An example is the study
of [Pegors et al. (2017) that analyzed how the content of messages that
show anti-messages was related to change in behavior. The input features
for this study were the different visual anti-smoking messages and ratings
of the participants on the question if they wanted to quit after seeing the
ad. The response was measured with a 5 point Likert scale. On top of that,
they also measured the neural response of the participant with an MRI
scanner. Another study of Blair et al.| (2012) analyzed how people react,
in terms of brain response, and what their reaction time was for compar-
ing and translating positive and negative numbers. Input features were
the comparisons of the negative and positive numbers, people’s reaction
time, and also a neural response with fMRI. These studies investigated
the relationship between different domains that included behavior data
and also neural data. However, as mentioned before, RSA is not exclusive
for neural brain data studies. This is supported by the studies of |Brooks
& Freeman (2018) and |Stolier et al. (2018)) that did not use brain activ-
ity data. Instead, input data for [Brooks & Freeman (2018|) was mouse
tracking activity data, and participants responded to the emotion cate-
gory they identified pictures with. These studies show the wide capacity
of using RSA for studies with different ranges of features, data patterns,
and research domains. Also, the studies show how the use of RSA works
for studies with brain-behavior relationships and studies that do not use
brain activity data. This is important as this present research investigates
a brain-behavior relationship with the use of data that does not include
brain activity patterns.

For this present research, the data patterns represent the participants’
mood and simultaneous activity patterns of the smartphone behavior of
those same participants. Emotional responses are measured combined with
the measurement of participants their smartphone use categorized for
smartphone applications. In this way, the analysis measures if the infor-
mation from every participant is represented in the features of these do-
mains, and if there is a match or not. Meaning, the degree of (dis)similarity
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between the mood and smartphone usage of the participants can be as-
sessed. One of the advantages of RSA is that it can handle a large number
of features. So all the moods of participants and smartphone application
categories use measured in different ways can be included in this study.
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3 Experimental Setup

The following section describes a detailed description of the experimental
procedure of this study. It is divided into four sections. Firstly, the descrip-
tion of the datasets in section Secondly, all the preprocessing steps in
section Thirdly, section [3.3] shows the steps for creating the models.
Lastly, the evaluation methods of the models are described in section

3.1 Datasets

For this research, a combination of three datasets was used. The mood
dataset, phone use dataset, and application dataset. These three datasets
were used as they gave an overview of what people did on their smartphone
all day long, very precisely, and how they felt during a specific day. The
data was gathered from students who studied at Tilburg University and
participated in the study of [Hendrickson et al. (2019). The smartphone
behavior data was gathered with log smartphone techniques between the
21st of February and the 26th of March 2019. Surveys were sent out to the
participants between the 21st of February and due to an error, the 4th of
June 2019.

The mood dataset consisted of 16016 rows of data that included insight
into the participants’ answers on a survey. This survey was sent four times
randomly between 09:00h and 22:30h during the day. The mood dataset
contained information about: user id, at what time the survey was sent,
how much time was used to complete the survey, with which moods the
participants identified themselves the last few hours, what their main ac-
tivity and the social setting was the last few hours and if the participants
enjoyed that situation.

The phone use dataset consisted of 586792 rows of data that included
information on the smartphone usage of 124 participants. It contained in-
formation about: the category of the application used, battery percentage
of the phone, end and start time of their use, notification information,
session number, and user id.

The application dataset consisted of 1748 rows representing smartphone
applications that were categorized into 59 unique smartphone application
categories. This application dataset was an extension of the application
information from the phone use dataset.

3.2 Preprocessing

All code for this research was written in the programming language Python
(Van Rossum & Drake Jr, [1995) and can be found in Appendix The
following section describes how the mood features from the mood
dataset are created. Also, section describes how the smartphone ap-
plication features from the phone use dataset and application dataset are
created.

12



3.2.1 Mood features

There were a few rows in the mood dataset that were duplicate. Also, a
few unique users in the phone use dataset were not present in the mood
dataset. The lack of these users did not give a good representation of
the participants and their mood indications. So, 14 duplicate rows and
23 error user IDs representing 1804 rows were excluded from the dataset.
Furthermore, the participants needed to fill out the survey in two hours
after it was sent. When the participant did not manage to do this, the
survey expired. Also, some surveys were canceled by the participant, or
due to an error, the survey was blocked. All these surveys did not have any
or not enough information about the participants’ mood and social setting.
Therefore, all these 6398 rows were excluded from the mood dataset. As
mentioned in section the mood data continued for a more extended
period than the phone use data. After the 26th of March, the data were
excluded from the mood dataset because there was no registration of phone
use for this last period. This data accounted for 138 rows, so eventually,
the cleaned mood dataset contained 8390 rows of data.

Table [If shows all the mood features that are used for modelling. The
possible values for the moods varied between 'not at all’ (value = 0) to
‘extremely’ (value = 5).

Variable name \ Possible values \ Explanation

Anxious [0-5], ordinal If the participant
Bored [0-5], ordinal felt like this mood
Gloomy [0-5], ordinal

Calm [0-5], ordinal

Stressed [0-5], ordinal

Content [0-5], ordinal

Cheerful [0-5], ordinal

Tired [0-5], ordinal

Energetic [0-5], ordinal

Upset [0-5], ordinal

Envious [0-5], ordinal

Table 1: Overview mood features

3.2.2 Smartphone Application features

A few cleaning steps that accounted for the mood dataset were also done
in the phone use dataset. These steps were done in both datasets so they
could be compared when using RSA. Equal length of datasets is useful for
RSA when mood and smartphone use are compared for the same number
of users. So, duplicate rows and error user IDs were excluded from the
data.

In the application dataset, 14 applications were not assigned to a cate-
gory. Therefore, these applications were manually assigned to an already
existing category. The categorization of these applications can be found

13



in Appendix [B. For most of these applications, the application name was
missing as well. So, the names of these applications were replaced based
on the category names.

Then, the phone usage data was merged with the application dataset
based on the shared variable app_id. This merge was done with the pandas
package (McKinney et al., [2010) and in a way that no column or row got
lost, but only the columns from the application data were added after the
last column of the phone use data. The combination of the two datasets
resulted in a new dataset smartphone application use.

Next, two new columns were made for this new combined dataset. The
first column, duration_app, is the time a user uses an application. This
variable was created by subtracting startTimeMillis and endTimeMillis.
The second column frequency_app, was the number of times an application
was used. The values of all rows in the phone use dataset were marked
with 1.0 and summed per application category. Afterward, the higher-
level feature for smartphone usage was computed. This feature was the
time spent per use, computed by dividing duration by frequency for every
application category.

As mentioned in section all applications were categorized into 59
unique categories. Figure |1| shows how the usage of all these applications
was divided. Due to formatting reasons, the bar plot shows the 40 most
used applications. The Figures for the preprocessing part were made with
the package matplotlib in python (Hunter, [2007). Figure |1} shows that
the first eight applications accounted for the highest usage of smartphone
applications.

These applications had a high impact on the category they were in be-
cause of this application’s high-frequency usage. Therefore, the applica-
tions used more than 10,000 times were not assigned to a joined category
of several applications but were a self-contained category. That applied to
Facebook Messenger, Spotify, Whatsapp Messenger, Instagram, Snapchat,
Facebook, Google Chrome, and Youtube. Also, not all application cate-
gories were used as much as other categories. By creating new categories,
the frequency used per category was better distributed over all the appli-
cation categories, as Figure 2| shows. So, categories that were of the same
nature were combined, as was seen in other studies (Ferdous et al. [2015)).

A better distribution over all the application categories was useful when
computing dissimilarity for smartphone use between participants. This
distribution improvement prevented that many categories were not used
at all by many participants and therefore did not represent smartphone
use well. Table [5] in Appendix [C shows an overview of the new categories
with application examples for this research.

Table [2| shows all the phone use application features that are used for
modeling.
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Frequency distribution 40 most used applications
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Figure 1: The frequency distribution of the 40 most used applications

Variable name

‘ Possible values

Explanation

Duration, for every application category

Frequency, for every application category

Duration per frequency/use,
for every application category

[0 — o0, integer

[0 — 0], ordinal

[0 — o0, integer

18 features that measure
the total time spent

in an application from
that specific category

18 features that measure
the total number of times
an application from

that specific category is used
18 features that measure
the time spent per use

of an application from
that specific category

Table 2: Overview phone use application features

3.3 Modeling

This section describes theoretically the analysis method used for mod-
elling in|3.3.1] followed by a description of how the models are created for
smartphone use in [3.3.2]and for mood in [3.3.3]

As explained in section[2] Representational Similarity Analysis was used to

15



Frequency distribution new categories
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Figure 2: The frequency distribution of new smartphone application categories
used

analyze the relationship, stated by literature, between smartphone usage
and people’s mood. In this section, there is first a theoretical explanation
of the analysis method in followed by details about the modeling
part in Python in sections[3.3.2]and In section [3.4] details about the
evaluation of the models are described. For modeling and evaluation, the
packages NumPy and Scikit-Learn were used. These were used as NumPy
is useful for adapting matrices (Bauckhage, |2014), and Scikit-Learn offers
hands-on functions to compute distance measures (Siless et al., 2013).

3.3.1 Theoretical description RSA

RSA is a multivariate method that has been used to extract parts of
patterns of brain-activity measurement, computational modeling, and be-
havioral measurement (Dimsdale-Zucker & Ranganath, 2018} |[Kriegeskorte|
et al., . For this present research, RSA was used to compare partic-
ipant’s mood across multiple dimensions (e.g. mentally tired vs stress vs
anxious vs gloomy). RSA was also used to compare people’s smartphone
category use across multiple dimensions (e.g. duration use of communica-
tion apps vs entertainment apps vs social apps vs productivity apps).

In this present research, participants’ moods and the smartphone applica-
tion use were the two domains that were analyzed. Eventually, all domains
were individually compared to each other, which resulted in a matrix called
a representational dissimilarity matrix (RDM). This process is called the
first-order RSA. First-order RSA showed how similar or dissimilar people
were across that domain. So, the models in this study were constructed
by an RDM that summarized the pairwise similarities between the smart-
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phone users (Pegors et al., [2017). The models showed how similar people
were across the use of application categories and mood. Given that there
were 124 unique participants in this study, the matrices for smartphone use
and mood contained 124 rows and 124 columns. So, the pairwise relation-
ship between the different participants was represented. A big advantage of
the matrices is that one can get a good understanding of the results. Also,
RSA’s valuable benefit is comparing RDM’s with each other to see how
well the information from one RDM was represented in the other RDM
(Popal et al.,|2019). RDM’s were correlated to get a quantitative sense of
the representations in both RDM’s. This process is called the second-order
RSA. The next sections and show how this is implemented for
both the domains.

3.3.2 Models for smartphone application category use

Three models were constructed to investigate how similar people were
across the use of application categories. A model in this study is a rep-
resentational dissimilarity matrix (RDM). The first model, 'model smart-
phone use 1 time per use’, was the higher-level model for smartphone
application category usage as it represented a summarized value of dura-
tion divided by frequency. This model represented the duration per usage
or session for an application category. The second model, 'model smart-
phone use 2 - frequency’, calculated the similarity based on the frequency
people spent on all smartphone categories. For this model, the feature
frequency_app was used. The occurrence of a specific application category
was summed per unique participant, which gave the total frequency of an
application category used per participant. The third model, 'model smart-
phone use 3 - duration’, calculated the similarity based on the duration
people spent on all smartphone categories. These models were constructed
so that the intensity of the use of applications was measured in different
ways. The Euclidean distance was used as a similarity distance measure
as it was used often in other studies (Guggenmos et al.| [2018). Also, as it
is reliable for behavioral data patterns, and accounts for variability across
space (Kriegeskorte et al.| [2008; [Popal et al., 2019). For all of these three
models, each cell contained the Euclidean distance between the total of
duration, frequency use, or time per use of the application categories per
participant. Formula [1| shows the formula where p is a data point that
represents, e.g., the duration of smartphone use per application category
and participant and v is the number of data points.

v

d= Z(pu — p2i)? (1)

=1

This Euclidean distance for dissimilarity was computed by taking the dif-
ference between two points and square this distance. All these squared
differences were summed for the number of points.
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3.3.3 Models for mood

Three models were built as well to analyze how similar people were across
mood. The first model, 'model mood 1 - all moods’, calculated the simi-
larity across all moods the participants in this study indicated they felt.
The second model, 'model mood 2 - negative moods’, calculated the simi-
larity across only the negative moods. This model was created to analyze
the relationship, stated in the literature, that smartphone use has a neg-
ative influence on people’s moods (Elhai et al., [2016)). A third model was
created to ensure the test for that relationship. The third model, 'model
mood 3 - positive moods’, calculated the similarity across only the positive
moods from the participants. The distinction between positive and nega-
tive moods was based on how the moods were categorized in other sources
(Our English Class| |2018; |Reber}, [2017)). The categorization of the valence
of the moods can be found in Table[6] in Appendix [D] For all these three
mood models, the cells contained the correlation distance between the
median of every mood. The correlation distance was used as this distance
measure is a preferred distance measure for data patterns like people’s
emotional state (Aguirre, 2007; [Pegors et al., |2017) and normalizes the
variability across space (Kriegeskorte et al., 2008]). The median was used
as a central tendency because it is known for a well-explaining center size
for ordinal data. Also, the median is less affected by skewed data and
outliers (Wilcox & Keselman) 2003)).

Formula 2] shows the formula for the correlation distance where x and
y are two centered vectors of, e.g., the anxious values for two different
participants.

doic (i — @) (yi — )
(@i —2)? 30 (v — 9)?
This distance for dissimilarity was computed by calculating one minus the

Pearson correlation, as seen in |Kriegeskorte et al. (2008)) to show how
dissimilar participants were in their mood registrations.

deor (1'7 y) =1- (2)

3.4 Evaluation

This section describes the methods that are used to evaluate the models.
Section presents a description of how the models can be determined
as statistically similar. Next, an explanation of the use of baseline models
can be found in [3.4.2] and for cross-validation in [3.4.3]

To measure the relationship, the representational connectivity between
the two domains of smartphone use and mood, the RDM’s were com-
pared. This representational connectivity could define the connection be-
tween the two domains (Kriegeskorte et al., [2008]). A visual overview of all
the model comparisons for every sub-question can be found in Appendix
The Spearman Rank Correlation was used to evaluate the compari-
son between the RDM’s and calculate the correlation since there was no
assumption that this data follows a specific distribution (Kriegeskorte et
al.| 12008)). A linear relationship between smartphone application use and

18



mood could not be assumed because the values of the two were measured
differently. The mood was measured on a 5 point Likert scale, and the
smartphone behavior was continuous data. The noise within each RDM
could be different as the RDM’s were created from different data types.
However, Spearman correlation accounts for the difference in noise within
each RDM ([Popal et al.,2019). Spearman Correlation accounts for people
with extreme smartphone behavior or mood swings compared to others as
it is robust against outliers (Popal et al.l 2019)). The correlation was cal-
culated between different RDM’s to evaluate the (dis)similarity between
the models. The Spearman Rank Correlation assessed the strength and
direction of the relationship between the two RDM’s and was calculated
by the Pearson correlation on the data’s ranked values. Formula |3 shows
the formula where n is the number of data points, or cells of the matrices
and d; is the difference in the ranks of the i*" element of each random cell.

63, d
n(n? —1)

rR=1- 3)
It was essential to diminish the possibility of false-positive correlations
when comparing dissimilarity matrices (Ritchie et al.,|2017). Diminishing
was done by only using the lower or upper triangle of the dissimilarity
matrices. Also, the diagonal with only zero’s was excluded from the matrix
half used to compare.

3.4.1 Statistically similar

A significance test was useful to determine if the RDM’s, the so-called
models, were statistically similar. When a correlation is statistically sig-
nificant, it means that the chance that the strength of the relationship be-
tween the models happened by chance was less than at least 5% (Akoglu,
2018; |Laerd Statistics, [2018). Also, when RDM’s were significantly corre-
lated, the conclusion of similarity between two domains is more grounded
(Popal et al.l |2019). When two RDM’s were correlated but the p value
was not known, the RDM’s could also be correlated by chance (Saenger}
2019). The classical methods for statistical testing assume that two sam-
ples have independent measurements. However, according to Kriegeskorte
et al.| (2008)), this cannot be assumed for RDM’s. Also, the classical meth-
ods are mostly parametric that depend on assumptions like normality
(Legendre & Legendre| 2012} |Saenger}, |2019)). But as Figure [2 in section
shows, this cannot be assumed for the data of this research. Be-
cause the data does not follow a bell curve shape. Therefore, the standard
method of significance testing was not used. A non-parametric alternative
was proposed by [Holmes et al.| (1996 where permutation tests were used
for significance testing. The central assumption for using the permutation
test is the assumption of exchangeability (Ge et al., |2018). For this re-
search, it is assumed that when randomizing the data values, the data is
just as likely as the original data.

The definition of a permutation testing is that "a permutation test is
used to determine the statistical significance of a model by computing
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a test statistic on the dataset and then for many random permutations
of that data. If the model is significant, the original test statistic value
should lie at one of the tails of the null hypothesis distribution” (Sim
et al.l 2009, p.2). First, the original correlation between the two original
samples was calculated, for example, between all moods and duration for
smartphone use. Secondly, a number smaller than N! was chosen as the
number of permutations, where N is the number of values in one sample.
Thirdly, the first original sample was permuted. This permutation means
that a random selection of 5,000 permutations of one sample is used for
the randomization test. The selection of 5,000 was chosen for this study
as this number was often used in examples (Ge et al.| [2018; [Legendre &
Legendre, 2012), and a large number smaller than 124!. Also, permutation
testing is computational heavy, so, due to time constraints, this number
was used as larger numbers take more time to run. Fourthly, correlations
were calculated between all the 5,000 permutations and the original of the
second sample. Finally, the original correlation between the two original
samples was included, which resulted in 5,001 correlation values between
the two samples. Eventually, the number of correlations larger than or
equal to the absolute value of the original correlation was calculated. This
number was divided by 5,001, which resulted in the p-value that showed
if the correlation was statistically significant.

According to |Nichols & Holmes (2002)), ”this method is conceptually sim-
ple, relies only on minimal assumptions, deals with the multiple compar-
isons issue, and can be applied when the assumptions of a parametric
approach are untenable. Further, in some circumstances, the permutation
method outperforms parametric approaches” (p.2). Several other studies
that used representational similarity analysis used permutation testing
for significance testing (Leeds & Shutov, n.d.; [Thirion et al., |2015; |[Zopf]
et al., |2019)). These studies showed that the permutation test is a pop-
ular method for the significance analysis of distance matrix correlations,
especially when the assumption of a Gaussian distribution is violated.

3.4.2 Baseline models

Baseline models were created for the higher-level models to see how well
the model comparisons performed. These baseline models were compared
to create a baseline comparison. In this way, a natural way to use a baseline
was created to compare the performance of the model comparisons. This
baseline creation was done by randomly picking numbers between the
minimum and maximum of the original model for the values of the data
frames. After that, the same steps were followed. The similarity distance
was calculated between every cell. It was assumed that the correlation
of model comparison with randomly picked numbers is almost equal to
zero. It could be used as a benchmark to compare with the created model
comparisons.
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3.4.3 Cross-validation

When one creates a model, it is essential to control for stability within
the data. Usually, when a machine learning model was built, this was
controlled by using cross-validation. The data was split up in several parts
to train the model on different parts of the data (Shulga, |2018). However,
for representational similarity analysis, there was no model training, and
therefore the traditional way of cross-validation was not useful for this
analysis method. Therefore, the data of all moods and duration per use
were split up differently to control for stability within the data for this
analysis. The mood and duration per use data were split up randomly
into three parts. Afterward, the performance of the model with the total
data was compared with the performance of the three models with every
two different parts of the data. By comparing these performances, the
stability within the data was tested. When data appeared to be stable,
the statistical results of the study were more confident.
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4 Results

In this section, the results of the first-order RSA are presented in section
The results of comparing the models of the second-order RSA are
shown in section [4.2

4.1 Performance of models

As described in section [3] six models were constructed by creating a repre-
sentational dissimilarity analysis. Model mood 1 - all moods, model mood
2 - negative moods, model mood 3 - positive moods, model smartphone
use 1 - time per use, model smartphone use 2 - frequency and model
smartphone use 3 - duration. The dissimilarity was measured between all
participants in the study for mood and smartphone use to compute these
models. All the models for mood and smartphone use were symmetrical
along the diagonal as the similarity between a participant, and itself is
100%. The dissimilarity between two participants was measured for each
possible pair. To get a visual sense of the dissimilarity across all partici-
pants, the six RDM’s are visualized in Appendix [F] Figures [ to[11] to see
how dissimilar the participants were across each other. All these Figures
were created with the Seaborn package in python (Seaborn, 2018).

The three models for mood showed how similar people were across all
moods, negative moods, and positive moods. The mood matrices, Figures
[6] showed that there were several larger dissimilarities between peo-
ple across all the moods and negative moods. Participants showing bigger
dissimilarities with other participants could be determined as participants
with extreme moods. For dissimilarity across positive and negative moods,
in Figures [5] and [6] several participants were very similar to other partici-
pants. Besides that, the differences in positive moods were extremer than
for the other mood measures. The RDM for positive mood, in Figure
showed several participants that were very similar but also several that
were extremely dissimilar to others. The quantitative comparison results
are presented in the next section

The three models for smartphone use showed similarity for people across
time per use, frequency, and duration. In Appendix|[F} Figure[7]for time per
use, Figure[9] for frequency and Figure 8] for duration visualize the dissim-
ilarity matrices for these three smartphone use models. The dissimilarity
matrices showed that for smartphone use in general, several participants
showed extreme behavior. For every model, other participants showed very
dissimilar behavior compared to all the other participants. Beyond that,
it seemed like the participants were overall similar to each other across
their smartphone application behavior.

Besides these three smartphone use models and three mood models, also
two baseline models were created, as described in section The ma-
trices that showed the performance of these baseline models are shown
in Figures [10] and [11] in Appendix [E] These matrices showed that overall
the participants were similar for mood. However, the baseline matrix for
smartphone use showed several extreme cases of dissimilarity.
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4.2 Comparison of models

The statistical comparison between RDM’s was made by measuring the
Spearman Rank Correlation, as described in section between several
model combinations. Table [8 shows the correlations for all model com-
parisons to see if there was an association between the similarity in two
domains and to see if the correlation was positive or negative. It also shows
the significance level for every correlation. The Figures that show the dis-
tribution of the permutation test of all the correlations can be found in

Appendix [G]

Model comparison \ Correlation
All mood - Time per usage -0.0145
Negative moods - Time per usage | -0.1170 ***
Negative moods - Duration 0.1357 ***
Negative moods - Frequency 0.1524 ***
Positive moods - Time per usage | 0.0231 *
Positive moods - Duration -0.0574 ***
Positive moods - Frequency 0.0192
Duration - All moods 0.2019 ***
Frequency - All moods 0.0932 ***
Frequency - Duration 0.5088 ***
Baseline 0.0134

* gignificant at p < 0.05

** gignificant at p < 0.01

*** gignificant at p < 0.001

Table 3: Overview correlation measures comparisons RDM’s

As mentioned in section the performance of the three models with
every two different parts of the data was compared with the performance
of the model with the total data. For the comparison between all moods
and time per use (r; = -0.0258, p < 0.001), the three folds resulted in r, =
-0.0595 for fold 1, r, = -0.0020 for fold 2 and for fold 3 r, = -0.0499. The
values in the different folds show fairly similar values. This suggests that
the data overall is stable, and therefore the results are more confident.

For the baseline performance, Table [3| presents that the comparison be-
tween the baseline models showed a very small correlation. However, the
correlation was not statistically significant as can be seen in Figure
in Appendix [G] This result was in line with expectations as the baseline
comparison was a correlation of two models with randomly picked num-
bers between the minimum and maximum of the values for the higher-level
models.

4.2.1 Sub-question 1

The first sub-question: Which mood measure is most similar to smart-
phone use, was answered by comparing the models for every mood measure
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with the model for time per use smartphone use. All moods model, positive
moods model, and negative moods model were individually compared with
the time per use model. The Spearman Correlation for the comparison be-
tween all moods and time per use was negative (rs = -0.0145) and Table
shows that the correlation is not statistically significant. That implied
there was not a statistically significant association between all moods and
time per use smartphone use. Figure [I2] in Appendix [G] shows the distri-
bution of the correlations between permuted samples for the comparison
between all the moods and time per use. Figure shows that a large
fraction of the permuted values is greater than or equal to the original
correlation coefficient. Therefore, the p-value is large (p = 0.209) and not
statistically significant (p > 0.05). Furthermore, the negative and positive
moods were also individually compared with time per use. The compar-
ison between negative moods and time per use showed a small negative
correlation (rs =-0.1170) that is statistically significant (p < 0.001) shown
in Table [3] Figure [I3]in Appendix [G] shows that the original correlation
coeflicient is outside the tail of the histogram. In contrast to the negative
mood measure, positive moods compared with time per use showed a very
small positive correlation (rs = 0.0231) that is statistically significant (p
< 0.05). The model with the positive moods showed the only positive
correlation with time per smartphone use.

4.2.2 Sub-question 2

The second sub-question: How dissimilar are positive and negative moods
for duration and frequency smartphone use, was answered by compar-
ing four models individually to each other. The positive and negative
mood models were individually compared with the frequency and dura-
tion smartphone use models. Comparing negative moods with duration
and again negative moods with frequency showed a small positive corre-
lation (rs = 0.1357, rs = 0.0.1524) that was statistically significant for
both comparisons. This is shown in Table [3] Figures [14] and [15] in Ap-
pendix [G] present the distribution of the permuted samples that show
both correlations are statistically significant. This correlation suggested a
positive association between similarity in negative moods and similarity
in smartphone use in frequency and duration. The comparison between
positive moods and duration showed a very small negative correlation (r
= -0.0574) that was statistically significant. This association implied that
as the similarity in duration increases, the similarity in positive moods
tends to decrease. The comparison between positive moods and frequency
showed a small positive correlation (rs = 0.0192) as well but not statisti-
cally significant, as shown in Figure [1§in Appendix [G]

4.2.3 Sub-question 3

The third sub-question: How similar are duration and frequency smart-
phone use for mood, was answered by comparing duration and frequency
individually with all the mood models in this study. So, duration and
frequency smartphone use were both individually compared with the all
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moods model, the positive moods model, and the negative moods model.
Table [3| presents that the comparison between both duration and fre-
quency with the all moods model showed a positive correlation that was
statistically significant as shown in Figures and in Appendix [G]
The correlation between duration and all moods (rs = 0.2019) showed a
stronger correlation than for the comparison between frequency and all
moods (rs = 0.0932). The correlations for negative and positive moods
between duration and frequency were already presented before in sec-
tion [4.2.2] The difference in correlation between frequency and duration
for positive moods was the largest. The correlation between duration and
positive moods showed a minimal negative correlation, and the correlation
between frequency and positive moods did not show a statistically signif-
icant correlation. All these correlations for positive and negative moods
between duration and frequency presented that frequency and duration
smartphone use showed small differences compared to each other for any
mood model.

4.2.4 Sub-question 4

The last sub-question: Is smartphone use more similar to itself than to
any mood measure, was answered by comparing duration and frequency to
each other and all the mood models individually to duration and frequency.
Table [3| presents that the correlation between frequency and duration was
a moderate correlation (rs = 0.5088) that was statistically significant and
showed the largest correlation of all the model comparisons. The compar-
isons between the mood models and duration and frequency individually
showed a way smaller correlation as already presented in section
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5 Discussion

The goal of this study is to investigate to what extent representational
similarity analysis can be used to identify the similarity across mood and
the intensity of smartphone use. So this research used this analysis method
to study an existing relationship that is stated in the literature with more
different features than what has been done before. Section B.1] discusses
the findings of the research and answers the sub-questions. Section
discusses the limitations of the study and suggestions for further research.

To interpret the results accurately, one should be aware of the differences
between a positive correlation, a negative correlation, and no correlation
between similarity measures. The correlation does not imply causation,
but it indicates the nature of the relationship between people. A positive
correlation between two similarity measures indicates that an increase in
similarity in one domain has a positive association with the increase of
similarity in the other domain. For a negative correlation, this association
is negative, so the similarity in the two domains does not move in the same
direction. No correlation indicates that there is no association in how the
similarity in the two domains changes. The interpretation is different from
the standard interpretation of a correlation. For standard interpretation,
the correlations indicate a change in the values of the domain itself instead
of a change in the similarity.

5.1 Findings

This section is divided into five parts where the first four represent each
another sub-question and the last section present the contribution of this
study. Section discusses the findings for sub-question 1, section [5.1.2]
for sub-question 2, section for sub-question 3 and section for
sub-question 4. The final section discusses what the contribution of
this present research is within the existing framework.

5.1.1 Sub-question 1

The first sub-question: Which mood measure is most similar to smart-
phone use, was answered by comparing the models for every mood with
the model for smartphone use. The three mood models all measure a
different set of moods: all moods, only positive moods, and only negative
moods. These three mood models are compared to the time of a single use
of an application category.

The correlation with positive moods and smartphone use shows the only
positive association in similarity. This correlation means that people have
the most similar rank in these models. So, a change in the similarity of
the time of a single-use on smartphones has a positive association with
the change in the similarity of positive moods. Unexpectedly, the positive
mood measure is most similar, as literature states that the association
with negative moods is strong (Elhai et al., [2016)). So, the fact that the
correlation between the similarity in negative moods and similarity in

26



smartphone use showed a negative association is remarkable as well. The
weak correlations with smartphone use, positive or negative, indicate that
there is no convincing association between this way of measuring smart-
phone use and these two mood measurements. An explanation for the lack
of association between these models is that this higher level relationship
cannot be explained by using RSA. On another note, the weak correlations
of all the model comparisons for this sub-question could be explained by
the use of behavioral data of people. It is challenging to predict humans,
and therefore the correlations of studies that involve human behavior tend
to have weaker correlations (Frost, [2018).

5.1.2 Sub-question 2

The second sub-question: How dissimilar are positive and negative moods
for duration and frequency smartphone use, was answered by compar-
ing four models individually to each other. The positive and negative
mood models were individually compared with the frequency and duration
smartphone use models. The small negative correlation between positive
moods and duration implied that as people are more similar in positive
mood, they are less similar in the duration of smartphone use. This was
not the case for frequency, as the correlation between frequency and pos-
itive moods did not imply any association. It is remarkable that for posi-
tive moods, the association with smartphone use duration is present but
not with frequency smartphone use. However, the findings for the negative
mood correlations are in line with the literature stating that there is a rela-
tionship between increasing smartphone use and increasing problems with
human emotional state, for both ways (Arnavut & Nuri, 2018} [Demirci et
al., 2015 [Van Deursen et al., |2015; [Elhai et al., 2017; [Extremera et al.|
2019). Nonetheless, it was expected to show a more strong association for
negative moods and a bigger difference between similarity in positive and
similarity in negative moods. An explanation for this could be that only
one assessment per registration for every mood individually cannot display
a great picture of someone’s emotional state. In other studies that focused
on less different emotional states, more extensive assessments with, on
average, 20 items are used to assess one specific emotional state (Demirci
et al., [2015; 'Wolniewicz et al.| 2020). A more extensive mood assessment
for every mood individually could give a more convincing direction and
difference for negative and positive moods.

5.1.3 Sub-question 3

The third sub-question: How similar are duration and frequency smart-
phone use for mood, was answered by comparing duration and frequency
individually with all the mood models in this study. So, duration and
frequency smartphone use were both individually compared with the all
moods model, the positive moods model, and the negative moods model.
The correlations showed overall that similarity in duration and frequency
smartphone use was somewhat similar in explaining smartphone use for
mood. This finding is in line with the literature stating that frequency
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and duration are useful measures to explain smartphone usage (Haug et
al.l [2015). Also, the small difference for the similarity in frequency and
duration between the similarity in negative moods is expected as the lit-
erature is divided about this relationship. On the one hand, the literature
agreed on the relationship between rising frequency and duration usage
and smartphone addiction (Arnavut & Nuri, 2018; [Bae, 2017} |Lee et al.,
2014; |Lin et al.l 2015). On the other hand, the literature also agreed on
the relationship between smartphone addiction and negative mental health
outcomes (Lee et al., |2014; [Shapka, 2019). However, the literature was di-
vided about whether the frequency or duration is more strongly connected
to smartphone addiction and, therefore, negative emotional state. The out-
come of this sub-question cannot show a direction or difference for either
one of these measurements for smartphone use. An explanation for this
could be that for this research, frequency and duration are measured with
smartphone log data (Hendrickson et al., [2019). However, in the previous
studies (Haug et al., 2015} [Lin et al., [2015]), participants estimated their
daily duration and frequency. This self-report may be biased asHaug et al.
(2015) already mentions this as an implication of the study. This difference
in measurement could explain the difference in the outcome. The outcome
of this comparison implies that there is not a big difference between the
similarity in frequency or the similarity in duration use. Something that
can be taken in this is that the test for stability shows somewhat similar
values for the different folds of the data. This finding suggests that the
data overall is stable, and therefore this result is more confident.

5.1.4 Sub-question 4

The last part of the study focused if smartphone use was more similar
to itself than to any mood measure. Frequency and duration, two models
that measure smartphone use differently, were compared to each other.
Besides, frequency and duration were compared individually to all the
mood models. The results showed that two different smartphone use mea-
surements were a lot more similar than to any of the mood models. In
general, the correlation between frequency and duration use is moderate.
According to (Frost, |2018)), this correlation is strong for a study that in-
cludes human behavior data. This strong correlation implies that as people
are more similar in frequency smartphone use, they are also more simi-
lar in the duration of smartphone use. This association is the strongest
correlation, which is in line with expectations as duration and frequency
explain similar smartphone use components. It sounds logical that similar-
ity in smartphone frequency and similarity in smartphone duration have
a strong association and is something that is also stated in the literature
(Ferdous et al., |2015). This strong association also gives a cautious in-
dication that RSA can be used to measure a relationship that includes
smartphone use.
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5.1.5 Contribution of this research

On a final note, the model comparisons performed below a correlation of
rs = 0.2 or 74 = -0.2. The only model comparison that showed a strong
association was the similarity in smartphone use, between frequency and
duration. Although all the other correlations in this research are low, this
research has still added value. To the best of our knowledge, this is the first
research investigating the relationship between smartphone use and mood,
by including a wide range of features for mood and smartphone use and
by using representational similarity analysis. Further research can build
on this and try to improve the correlations. The models can be changed
by using other input data for mood features. For example, by including
a more extensive mood assessment for every mood individually, as seen
in studies of |Demirci et al. (2015) and [Wolniewicz et al.| (2020). Another
example that can be followed is adding mood input data of brain activity
patterns that represent people’s moods. Studies of |Blair et al. (2012, |Cao
et al. (2018)), [Pegors et al. (2017) and Weiler| (2018) can be used for that.

5.2 Limitations and suggestions for further research

The first limitation of this research is regarding computing the first-order
similarity distance between data patterns. Euclidean distance for smart-
phone use and Pearson correlation for mood patterns are used to compute
similarity distance. These measurements are chosen based on literature.
However, according to [Kriegeskorte et al. (2008), a variety of distance
measurements can be used to see if there is any difference in the perfor-
mance of computing similarity distance. An example of another similarity
distance that could be useful to try is the cross-validated Euclidean dis-
tance measure used in a study of |(Guggenmos et al.| (2018)). Therefore, it
is a suggestion for further research to try different similarity distances for
every domain, compare these, and see if any improvement can be made.

The second limitation of this research is the method of significance testing.
In this study, permutation tests are used to test if the correlations are
statistically significant. The results show that a correlation of r; = 0.0231
is statistically significant (p < 0.050). This would never be when a classical
method of significance testing was used for Spearman’s Rank correlation
(Zar}, [1972)). However, the standard significance tests would be valid under
assumptions that are difficult to meet when using real data (Ge et al.|
2018)). This indicates that the classical method of significance testing is
too conservative, but the permutation tests are too permissive. Therefore,
it could be an interesting area of future research to pin down what kind
of significance test is more appropriate for this research and similar future
studies.

Another drawback of this research is the data that is used. To indicate
people’s mood, people estimate their mood on a 5 point Likert scale of
how likely they felt like that for the past time frame. This is a subjective
way of measurement, and one event in the past time frame could overrule
the general mood (Van Deursen et al., 2015)). As mentioned in Section
RSA has been used a lot with brain-activity patterns as an input feature
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for behavioral studies (Anderson et al., 2016; Nili et al., 2014; [Pegors et]
[2017; |Tucciarelli et al., 2019). Therefore it would be interesting for fur-
ther research to measure the mood, long emotional state, of people with
brain activity patterns like in the studies of Blair et al.| (2012), (Cao et al.]
(2018) and |[Pegors et al.|(2017). Another interesting study of Weiler| (2018)
started to understand the neuroscience behind mood. This study looked
into the patterns of brain activity for changes in mood. That could be very
useful when using brain activity patterns for mood as an input feature.
The smartphone behavior data used for this study is already measured ex-
tensively and objectively via smartphone logging data (Hendrickson et al.
. Using the proposed mood data and smartphone behavior data, the
measurements for mood are extensive and objective. It could be exciting
to investigate this relationship with RSA further.

30



6 Conclusion

Several models were computed to measure the relationship between mood
and smartphone use. When comparing models with assessing second-order
dissimilarity, most comparisons showed very weak Spearman correlations.
Some too weak to indicate any association in any direction between the
two models. There was a small indication that a difference in the intensity
of smartphone use between positive and negative moods could be assumed.
This difference implied a positive association between negative moods and
smartphone use but a negative association between positive moods and
smartphone use. The small dissimilarity between different measurements
for smartphone use indicated that frequency and duration use were both
useful measurements to explain smartphone use. Furthermore, the only
comparison that showed a relatively strong correlation was between fre-
quency and duration smartphone use. This finding implied that as people
are more similar in the frequency of smartphone use, they are also more
similar in the duration of smartphone use. These results indicate that us-
ing RSA to analyze the relationship between smartphone use and mood
might not be appropriate for this type of data.

In conclusion, this present research cannot provide enough information
to state that there is a strong relationship between smartphone use and
mood. This conclusion suggests that RSA could not be used to identify
similarities across mood and the intensity of smartphone applications used
with this type of data. Further research is needed to support this claim,
as some improvements can be made for this study.
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Appendices

A Python code

All the code created for this research can be found in the following link:
Github code Thesis M.H.P. Roost
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https://github.com/mariekeroost/Thesis-code-DSS.git

B Smartphone applications without cate-
gory

Table Categorisation of smartphone applications without category.

Application id \ Category

com.huawei.android.internal.app
com.example.android.notepad
com.lenovo.ideafriend
com.forgepond.locksmith
com.zte.privacyzone
com.oneplus.security
org.wordpress.android
com.samsung.android.sm
com.sec.android.preloadinstaller
org.codeaurora.gallery
com.gameloft.android.Gloft MBCF
telecom.IT
be.argenta.veiligonderweg
com.oxylane.android.cubeinstore

Table 4
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Phone_Tools
Document_Editor
Messaging
Phone_Tools
Security

Security
Streaming_Services
Phone_Optimization
Phone_Tools
Camera
Game_Singleplayer
Remote_Administration
Auto_& _Vehicles
Online_Shopping



C New categories smartphone application

Table Overview new smartphone application categories

\ Category \ Examples application
1. Background_Process | Google Play Store, Time and Weather
2. | Communication OnePlus Community, Android Messages
3. | Entertainment Apple Music, Adobe Photoshop Express
4. Facebook Facebook
5. Facebook_Messenger | Facebook Messenger
6. Finance ING Bankieren, Binance — Cryptocurrency Exchange
7. | Games Wordfeud, Idle Miner Tycoon
8. | Google_Chrome Google Chrome
9. Instagram Instagram
10. | Lifestyle Calorie Counter, mobileDNA
11. | Online_Shopping AliExpress, Bershka
12. | Productivity Google Calendar, Samsung Cloud
13. | Snapchat Snapchat
14. | Social Yubo, Amino: Communities and Chats
15. | Spotify Spotify
16. | Utility Google Opinion Rewards, Google Text-to-Speech
17. | Whatsapp_-Messenger | Whatsapp Messenger
18. | Youtube Youtube

Table 5
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D Valence of all the moods

Table [6f Categorisation of all the moods

Mood \ Category

Anxious Negative
Bored Negative
Gloomy Negative
Stressed Negative

Tired Negative
Upset Negative
Envious Negative
Calm Positive

Content Positive
Cheerful | Positive
Energetic | Positive

Table 6
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E Visual overview of all the model compar-
isons per sub-question

SUBQUESTION 1
Which mood measure is most similar to smartphone use?

Model mood 1 - All moods

odel mood 2 - Negative moods
odel mood 3 - Positive moods

Model smartphone use 1 -
Time per use

SUBQUESTION 2
How dissimilar are positive and negative moods for duration and frequency smartphone use?

Model mood 2 - Negative moods

Model mood 3 - Positive moods

odel smartphone use 2- Frequency

Model smartphone use 2- Duration

SUBQUESTION 3
How similar are duration and frequency smartphone use for mood?

Model mood 1 - All moods

Model mood 2 - Negative moods

Model smartphone use 2- Frequency

— =

Model smartphone use 2- Duration

Model mood 3 - Positive moods

SUBQUESTION 4
Is phone use more similar to itself than to any mood measure?

Model mood 1 - All moods

Model mood 2 - Negative moods

Model smartphone use 2- Frequency

Model smartphone use 2- Duration

Model mood 3 - Positive moods

Model smartphone use 2- Duration

Figure 3: Overview model comparisons

Model smartphone use 2- Frequency
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Figure 5: RDM of positive
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How similar are people across negative mood
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Figure 6: RDM of negative moods
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How similar are people across their time per visit on application category
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Figure 7: RDM of time per usage
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How similar are people across duration spent on application categories
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Figure 8: RDM of duration
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How similar are people across the frequency of use of application categories
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Figure 9: RDM of frequency
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How similar are people across their time per visit on application category - baseline
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G Histograms distribution of sample corre-
lations for permutation test
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Distribution of sample correlations for negative moods and duration
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Figure 14

Disggiobution of sample correlations for negative moods and frequency
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Distribution

of sample correlations for positive moods and time per use
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Distribution of sample correlations for positive moods and duration

300 -

p-value = 0.000

-0.0574

Frequency

-0.04 -0.02 0.00 0.02 0.04
Rs

Figure 17

52



Distribution of sample correlations for positive moods and frequency
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Distribution of sample correlations for all the moods and duration
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Distribution of sample correlations for all the moods and frequency
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Figure 20

Distribution of sample correlations for duration and frequency
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